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Preface

The Creation of Elohim

In the Beginning

(Genesis 1:1)

When the King conceived ordaining

He engraved engravings in the luster on high.

A blinding spark ashed

within the Concealed of the Concealed

from the mystery of the In�nite,

a cluster of vapor in formlessness,

set in a ring,

not white, not black, not red, not green,

no color at all.

When a band spanned, it yielded radiant colors.

Deep within the spark gushed a ow

imbuing the colors below,

concealed within the concealed of the mystery of the In�nite.

The ow broke through and did not break through its aura.

It was not known at all

until, under the impact of breaking through,

one high and hidden point shone.

Beyond that point, nothing is known.

So it is called Beginning,

the �rst command of all.

From the Zohar as translated by Daniel Matt.
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Abstract

The production of high-mass pairs of direct photons, �0's, and �'s has been

measured by Fermilab experiment E706. The experimental apparatus included

a large, �nely segmented lead{liquid argon electromagnetic calorimeter and a

charged particle spectrometer consisting of silicon microstrip detectors in the

target region and multiwire proportional chambers and straw tube drift chambers

downstream of an analysis magnet. The experiment triggered on localized high-p
T

depositions in the electromagnetic calorimeter; the high-mass pair data required

two depositions on opposite sides of the calorimeter. Correlations between high-

p
T

particles are used to extract information about the transverse momentum of

partons (kT). Comparisons are made between the diphoton data and the results

of next-to-leading order perturbative Quantum Chromodynamic (NLO pQCD)

calculations. The shapes of the NLO pQCD results are inconsistent with the

data distributions. A resummed NLO pQCD calculation, which incorporates

the e�ects of multiple soft-gluon emission, provides reasonable matches to the

shapes of the data distributions. Similar distributions of �0�0 and �0 pairs are

compared with leading order pQCD calculations which approximates initial-state

kT e�ects by a Gaussian smearing technique. These calculations, using hkTi values

consistent with the diphoton data, successfully reproduce the shapes of the data

distributions. The theory can provide a good representation of kT-insensitive

distributions, such as the mass of the pair and particle p
T
. Results from the

high-mass pair data are used as input to a phenomenological kT-smearing model

which provides a consistent description of the observed deviations of NLO pQCD

calculations from the inclusive direct-photon and �0 data.
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Chapter 1 Introduction

1.1 Standard Model

In any subject which has principles, causes, and
elements, scienti�c knowledge and understanding
stems from a grasp of these, for we think we know
a thing only when we have grasped its �rst causes and
principles and have traced it back to its elements.

Aristotle
Physics

For more than two millenia two conicting models were used to explain most

phenomena. One was an atomic theory where fundamental particles interacted

in reaction to speci�c forces [3]. The other consisted of four general constituents

that reacted according to certain fundamental laws of nature [4]. In the �rst

theory, the universe consisted of tiny, indestructible, indivisible, pieces of matter

that interacted in a fathomless void. The second theory, which arose separately

in Greece, India, and China, considered everything in the universe to be created

from, and resolved into, four elements: Earth, Water, Air, and Fire. Both theories

were su�cient to describe, in rational terms, all observed phenomena.

Over the course of the past few centuries [5], particularly during the last

three decades [6], a di�erent model of nature has arisen. The Standard Model

is a blend of experimental observations supported by a theoretical framework

that describes the universe in terms of four fundamental forces and numerous

fundamental particles. Many excellent reviews of the Standard Model exist [7, 8,

9]; a brief synopsis follows.

The four forces are Gravity, Strong, Weak, and Electromagnetic (Table 1.1).

Gravity1 binds together gross matter in the universe; it is very weak and has

1 Gravity is not typically considered in Standard Model calculations.

1
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a negligible e�ect on nuclear and sub-nuclear particles. The strong force acts at

very short distances; it binds quarks together to make nucleons and binds nucleons

together to make nuclei. The weak force is responsible for nuclear decays; it plays

a critical role in the generation of energy in the sun and in the synthesis of heavy

elements. The electromagnetic force provides the attraction between electrons

and nuclei that build atoms and molecules. These forces are mediated by the

exchange of particles called gauge bosons (Table 1.2).

There are two other classes of particles, both fermions, in the Standard Model:

leptons (Table 1.3), and quarks (Table 1.4). For each lepton and quark there

is a corresponding anti-lepton and anti-quark with opposite quantum numbers

(electrical charge of �1 goes to +1, red color goes to anti-red, etc). There are six

leptons, organized into three generations. Each generation consists of a massive

charged particle and a nearly massless neutrino. Similarly, there are six avors of

quarks that are also organized into three generations. Bound states of quarks are

called hadrons. There are two types of hadrons: mesons, which contain a quark{

anti-quark combination, and baryons, which contain three quarks. For example,

a �+ meson is u�d, a proton is uud, and a neutron is udd, where u and d are the

two �rst generation quarks.

The theory that describes the interaction of quarks and gluons (collectively

called partons) is Quantum Chromodynamics (QCD), which takes its name

from the color charge associated with the strong force. Since both quarks and

gluons have color, strong interactions are qualitatively di�erent in character than

electromagnetic interactions. Gluons can couple to gluons while photons cannot

couple to photons. The strength of the strong coupling constant, �s, depends

on the distance between the interacting particles. The potential energy required

to separate two quarks increases with the distance between them until there is
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Interaction Mediating Bosons Source Impacts

Gravitational gravitons Mass/Energy everything

Strong gluons Color quarks, gluons

Weak W+, W�, Z Flavor quarks, leptons

Electromagnetic photons Electric charge electrically charged

Table 1.1 Fundamental forces in the Standard Model and their mediating
bosons.

Mediating Mass Electric
Color

Boson (GeV/c2) Charge

graviton 0 0 no

gluon 0 0 yes

W� 80.4 �1 no

W+ 80.4 +1 no

Z 91.1 0 no

 0 0 no

Table 1.2 Properties of mediating bosons in the Standard Model [10].
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Lepton Symbol
Mass Electric

(GeV/c2) Charge

electron e 0.000511 �1

electron neutrino �e < 1� 10�8 0

muon � 0.106 �1

muon neutrino �� < 0:0002 0

tau � 1.78 �1

tau neutrino �� < 0:02 0

Table 1.3 Leptons in the Standard Model with their masses and charges [10].
Neutrinos are regarded as massless in Standard Model calculations.
The �� has not yet been experimentally detected.

Quark Symbol
Mass Electric

(GeV/c2) Charge

down d 0.003 �1=3

up u 0.003 +2=3

strange s 0.1 �1=3

charm c 1.3 +2=3

bottom b 4.3 �1=3

top t 175 +2=3

Table 1.4 Quarks in the Standard Model, with their masses and charges [10].
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su�cient energy to produce a quark{anti-quark pair. So, the e�ect of injecting

energy into a hadron is not simply to separate the quarks, but to create new

hadrons. The \harder" the probe used to study the hadron, the more inuence

gluons and virtual quark{anti-quark pairs have on the measurement. The bound

state quarks (q�q and qqq) are referred to as valence quarks, while the others are

referred to as sea quarks. Hadrons are observed to be colorless; this is referred to

as color con�nement in QCD [7].

Exact QCD calculations that describe experimentally measurable quantities

have not yet been achieved. Instead, approximate calculations are performed using

perturbation theory (pQCD) with expansions in the strong coupling constant, �s.

In terms of the momentum transferred between two partons (Q2), �s can be

de�ned as

�s(Q
2) =

12�

(33� 2nf) ln (Q2=�)
; (1:1)

where nf is the number of avors. The characteristic scale, �, is on the

order of several hundred MeV. This expression is presented in the leading log

approximation where the expansion has been summed to all orders, retaining only

terms containing the leading-order logarithm [11]. Equation 1.1 illustrates another

concept associated with QCD, asymptotic freedom. As Q2 ! 1 (distance! 0),

�s ! 0. Asymptotic freedom justi�es the use of perturbative calculations in the

high-Q2 regime.

1.2 Hard Scatters

One method for investigating certain fundamental aspects of nature is to

collide particles together and observe what comes out. By carefully studying the

kinematic distributions of the outgoing objects, we can draw conclusions about
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A B
a bGa/A Gb/B

C

D

c

d dσ/dt

DD/d

DC/c

Figure 1.1 Schematic diagram of a two-body reaction, A + B �! C + D, which
has been factorized according to the prescriptions of pQCD. Here a is
a parton from hadron A with distribution Ga=A(xa;Q

2). Similarly for
parton b. Partons a and b interact to form partons c and d via the
hard-scattering process d�̂=dt(a + b �! c + d). Parton c fragments
into particle C with probability DC=c(zc;Q

2). Similarly for parton d.

the internal dynamics that produced them. Such an approach led to the discovery

that the atom has a small nucleus [12] and to the discovery that the proton was

composed of partons [13, 14].

1.2.1 Factorization

A schematic diagram for a large transverse momentum reaction in the parton

model, A+B �! C+D, is presented in Figure 1.1 [15]. In this 2 ! 2 hard scatter,

parton a from hadron A interacts with parton b from hadron B to form partons c

and d. The interaction has been factorized, that is, the long distance aspects have

been separated from the short distance aspects [16]. The long distance aspects

are considered independent of the underlying hard-scattering process, described

by d�̂=dt, and are assumed to be universal properties of the hadrons. The long
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distance aspects of the collision are described by the parton distribution function

(PDF) and the fragmentation function.

The PDF, designated by Ga=A(xa;Q
2) (Figure 1.2), is the probability of �nding

parton a in hadron A with a fraction xa of the hadron's momentum. The PDFs

within pQCD represent the non-perturbative pieces of the cross section (small

Q2). The scale distinguishing between the perturbative and non-perturbative

pieces is �; physics with scales � 1=� are not included in the perturbative

calculation. The physical cross section cannot depend upon the choice of scale so

a pQCD calculation is considered stable if its results are stable for large changes

in �. Typically, � is related to an experimental observable such as the transverse

momentum of an outgoing particle, the mass of the pair of outgoing particles, or

the total center-of-mass energy available in the reaction. PDFs are di�erent for

each type of parton and for each type of hadron (Figure 1.2). They are extracted

via global analyses of many di�erent experimental observations [16].

Outgoing partons undergo the process of hadronization in which gluons and

quark{anti-quark pairs are pulled out of the vacuum and combined to form

colorless outgoing particles. The probability of �nding a given hadron C with a

fraction zc of the original parton's longitudinal momentum is given by DC=c(zc;Q
2)

(Figure 1.3). This fragmentation function also has a scale associated with it, �F,

which typically is related to the transverse momentum of hadron C.

The short-distance aspect of the hard-scattering process is represented by the

perturbative cross section, d�̂=dt. It is calculated within pQCD up to some order

in �s. Leading order (LO) and next-to-leading order (NLO) pQCD calculations

are available for most processes. Higher order pQCD calculations are rare.
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Figure 1.2 Two parton distribution functions used in this analysis, CTEQ4L [17]
and GRV92LO [18]. They were calculated using PDFLIB [19] at
Q2 = 10 GeV2.
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Figure 1.3 Probability that a given parton will fragment into a �0 as a function
of the momentum fraction, z, of the �0. These leading-order
fragmentation functions [20] were evaluated at Q2 = 10 GeV2.
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q

q
_

γ

g

q

g

γ

q
Annihilation Compton Scattering

Figure 1.4 The lowest order diagrams for direct-photon production.

1.2.2 Direct Photons

Direct photons are photons produced in the hard scatter that are not the

decay products of other particles. Processes that give rise to direct photons

are summarized in Table 1.5 [21]. At leading order in �s, direct photons

are produced through quark{anti-quark annihilation and quark{gluon Compton

scattering (Figure 1.4). Unlike colored objects such as quarks and gluons, these

photons emerge unaltered from the hard scatter, and therefore provide valuable

information about the hard scatter. This is not the case for jets, collimated

collections of particles arising from the fragmentation of quarks and gluons, since

is it generally not possible to precisely and unambiguously de�ne all the remnants

of a single quark or gluon.

Since, at leading order, direct-photon production via Compton scattering has

a gluon in the initial-state, direct photons can be used to measure the gluon

distribution function of hadrons [16]. Direct photons can also be produced with
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Description Order Subprocess

annihilation �em�s q�q ! g

Compton �em�s qg ! q

single bremsstrahlung �em�
2
s qq ! q(q ! )

gq ! g(q ! )

qg ! q(g ! )

gg ! g(g ! )

QCD-induced g coupling �em�
3
s gg ! g

QED annihilation �2em q�q ! 

single bremsstrahlung �2em�s qg ! (q ! )

double bremsstrahlung �2em�
2
s qq ! (q ! )(q ! )

gq ! (g ! )(q ! )

gg ! (g ! )(g ! )

Quark Box �2em�
2
s gg ! 

Table 1.5 The order in �s and �em of the various subprocesses contributing to
the production of single and double direct photons in hadron{hadron
collisions [21].
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a gluon in the �nal state via the annihilation process. Consequently, direct

photons can be used to examine di�erences between gluon and quark jets [11]. By

comparing production rates from di�erent incident hadrons, speci�c information

about the hard scatter can be extracted. For example, most direct photons

measured in pN interactions are produced (at leading order) via the Compton

scattering diagram (Figure 1.5), so this data is particularly useful for extracting

information about the gluon distribution. High transverse momentum direct

photons produced in ��N interactions are better suited to measuring the gluon

fragmentation function since they typically are produced by the annihilation

diagram. Di�erences in production rates between ��N and �+N, and between

pp and p�p can be used to study individual subprocesses [22].

Occasionally two direct photons can be produced in the hard scatter

(Table 1.5). At lowest order these photons are produced in quark{anti-quark

annihilation (Figure 1.6) with a production rate � 1% of that for single direct

photons. One higher order diagram that can contribute a signi�cant portion of

the cross section [21] is the quark box diagram shown in Figure 1.6. Double direct-

photon production is an inherently \cleaner" process than single direct-photon

production since there are no outgoing jets produced in the 2 ! 2 hard scatter. A

measurement of the 4-vectors for each of the two photons �xes the kinematics of

the hard scatter and provides a superior probe into the underlying physics of the

interaction. As there are no factors of �s in the lowest order diphoton subprocess, a

comparison of double direct-photon production to single direct-photon production

(Equation 1.2) can be used to study �s and extract information about the charges

of the quarks [22].

Ed3�=dp3(�� �!  + X)

Ed3�=dp3(�� �!  + X)
=

3

4

�em
�s

e2u =
1

3

�em
�s

(1:2)
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Figure 1.5 The fractional contribution of the leading-order diagrams for the in-
clusive production of direct photons calculated using LO pQCD [11].
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Figure 1.6 Two important diagrams for the production of two direct photons.

1.2.3 Kinematics

At the parton level, the collision in Figure 1.1 is a simple 2 ! 2 process

with well-de�ned initial and �nal states. A complete kinematical description is

provided by the Mandelstam invariants s, t, and u [7]. The Mandelstam variables

corresponding to the interacting partons are denoted by ŝ, t̂, and û, while those

corresponding to the hadrons are denoted by s, t, and u. These variables are

de�ned in terms of the incoming and outgoing parton 4-vectors as follows:

ŝ = (pa + pb)2 t̂ = (pa � pc)
2 û = (pa � pd)2 (1:3)

For the hadron states, the Mandelstam variables are de�ned as:

s = (pA + pB)2 t = (pA � pC)2 u = (pA � pD)2 (1:4)

The variable s is simply the square of the center-of-mass energy, while t and u

are the squares of the 4-momentum transfers from partons a and b to c and d,
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respectively. The Mandelstam variables obey the sum rule

ŝ + t̂ + û =
X
i

m2
i ; (1:5)

where mi is the mass of the ith particle entering or exiting the interaction. For

massless quarks and gluons the sum rule becomes ŝ + t̂ + û = 0.

The kinematics of the underlying partonic hard scatter can be related to

experimental quantities. In the initial state, parton a carries fraction xa of

hadron A's momentum, and parton b has a momentum fraction xb. The mass of

the outgoing system (M), xa, xb, s, and ŝ are related by

ŝ = xaxbs = M2 = (pc + pd)2 : (1:6)

Instead of ŝ or M, the dimensionless variable � is generally used in the analysis of

Drell-Yan pairs2 where � = ŝ=s = xaxb = M2=s.

The transverse and longitudinal momentum components of a particle with

respect to the interaction axis are denoted by p
T

and pz, respectively. Occasionally,

these variables are expressed as dimensionless variables xT and xF with xT =

2p
T
=
p

s and xF = 2pz=
p

s. Another important variable is rapidity, y, de�ned as

y =
1

2
ln

E + pz
E� pz

: (1:7)

The shape of the rapidity spectrum is invariant under Lorentz boosts in the z-

direction. The rapidity of a pair of particles is denoted by Y. When evaluated for

a massless particle, y reduces to ln cot �=2, where � is the center-of-mass scattering

angle. For a massive particle, the quantity ln cot �=2 is called the pseudorapidity

and is denoted by �. In the parton{parton center of momentum frame, where

2 Drell-Yan production refers to the direct production of lepton pairs in hadronic
collisions.
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the outgoing particles are produced back-to-back, the production angle in the

parton{parton rest frame (�?) and in the incident particle frame (�) are equal.

For the case where c and d are both photons, the cross section in Figure 1.1 can

be expressed as [11]

d�

dxadxbd cos �?
=

xaxbs

2

X
ab

Ga=AGb=B
d�

dt̂
(ab ! ) : (1:8)

The angular distribution can be parameterized as [11]

d�

d cos �?

. d�

d cos �?

���
cos�?=0

=
1

2

�
1

(1 + cos �?)�
+

1

(1� cos �?)�

�
: (1:9)

Since the cos �? distribution is a weighted average of all available subprocesses,

the parameter � depends on the parton distribution functions that contribute to

the reaction, and to the strong coupling constant. For example, � = 2:02 for

gg ! gg, 2.15 for gq ! gq, 2.6 for qq ! qq, and 0.9 for gq ! q in a LO pQCD

theory calculation [11].

Assuming the incident system has no net p
T
, then the 4-vectors for partons a

and b can be expressed as

pa =
xa
p

s

2
(1; 0; 0; 1) pb =

xb
p

s

2
(1; 0; 0; 1) (1:10)

where the positive z axis is taken to be along the direction of the incident hadron A.

If the scattered parton c has transverse momentum p
T

and rapidity yc, then its

4-vector is just pc = p
T
(cosh yc; 1; 0; sinh yc). The Mandelstam variables t̂ and û

can be expressed as t̂ = �xap
T

p
s e�yc and û = �xbp

T

p
s eyc. In terms of the

rapidity and p
T

of the outgoing partons, xa and xb can be expressed as

xa =
p
Tp
s

(eyc + eyd) ; (1:11)

and,

xb =
p
Tp
s

�
e�yc + e�yd

�
: (1:12)
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A B

a b

c

d

Figure 1.7 Cartoon illustrating the impact of multiple soft-gluon emission in
the hard scatter of two partons. Partons a and b (from hadrons A
and B respectively), emit soft-gluons prior to the hard scatter which
produces particles c and d. This gives rise to a p

T
imbalance between

the outgoing particles.

1.2.4 Parton Transverse Momentum

Correlations between high-p
T

particles probe aspects of the hard scatter not

easily accessible via studies of single inclusive particle production. In particular,

studies of high-mass pairs of particles such as direct photons and �0's can be used

to extract information about the transverse momentum of the partons prior to

the hard scatter.

In a two-body hard scatter, parton a from hadron A interacts with parton b

from hadron B giving rise to particles c and d (Figure 1.1). In the parton{parton

center-of-momentum frame, partons a and b are collinear and particles c and d

are produced back-to-back with equal p
T
. However, in the hadron{hadron center-

of-momentum frame the two partons may no longer be collinear; that is, they can
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have some transverse momentum, kT, with respect to each other. As illustrated

in Figure 1.7, kT gives a boost in the direction of one of the outgoing particles.

Such kT can arise from several sources. For example, there is a primordial

kT due to con�nement of the partons of order the hadron size, approximately

300 MeV. The majority of such transverse momentum can, however, be attributed

to the emission of multiple soft-gluons by the partons prior to the hard scatter.

Whatever the source, any transverse momentum between the partons will appear

as a net p
T

imbalance among the outgoing particles. To examine this e�ect, one

can look at the total p
T

(vector sum) of the outgoing particles, Q
T
. If the outgoing

particles are photons or leptons, then this variable should provide a good measure

of kT with hkTi/parton � hQ
T
i=p2. Evidence of signi�cant kT has long been

observed in the production of Drell-Yan and diphoton pairs. A collection of

measurements of hQ
T
i is presented in Figure 1.8 for a wide range of center-of-

mass energies (
p

s) [23|29]. When the outgoing particles are partons, they will

hadronize and the reconstructed jets should yield a measure of kT. These dijet

kT measurements (Figure 1.8) agree qualitatively with the dimuon and diphoton

results, though they have somewhat higher mean values. This shift is expected

since there is also potential for �nal-state soft-gluon emission in dijet events.

It is often simpler to measure individual parton fragments, in particular, high-

p
T

hadrons, than to reconstruct entire jets. Nevertheless, studies of dihadron

pairs should also provide reasonable measures of kT. The di�culty with such

measurements is that the fragments carry only a fraction, z, of the total p
T

of

the outgoing partons. Assuming that partons fragment independently, there will

always be some Q
T

= jzC�zDjpT describing the di�erence in transverse momentum

between any two outgoing particles, even in the absence of kT. However, since

fragmentation functions have been measured in the relatively clean environment
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of e+e� colliders [20], this \z{smearing" can be accommodated in the examination

of kT. Another di�culty with individual hadrons is that jet fragments have a small

transverse momentum, q
T
, with respect to the jet. This issue has been studied

by several groups [28, 29]. They have found that, on average, leading particles

(high z) have hq
T
i � 600 MeV/c with respect to the jet axis. This is in contrast

to soft particles (low z) in the jet, which have hq
T
i � 350 MeV/c.

The p
T

imbalance between the outgoing particles can be examined using

kinematic variables other than Q
T
. Given a non-zero kT, the outgoing particles no

longer emerge back-to-back; the azimuthal angle between the particles, ��, will

di�er from �. This distribution is relatively unbiased with respect to longitudinal

fragmentation e�ects (z{smearing) although it is still sensitive to q
T
. Another

variable insensitive to z{smearing is the out-of-plane momentum, pOUT. This is

the projection of one p
T
-vector onto the relative plane formed by the other p

T
-

vector and the beam axis. There are two such values for any pair of hadrons.

These variables are illustrated in Figure 1.9. Additional variables sensitive to z{

smearing include the in-plane momentum, pIN, and the p
T
-balance between the

particles, denoted3 by z.

z = � ~p
T1
� ~p

T2

p
T

2
2

=
p
T2

p
T1

cos �� (1:13)

Each of these variables has two possible values per pair.

There are also several variables that are insensitive to kT e�ects and can

therefore be used to study the underlying physics of the hard scatter. Two such

variables are the invariant mass of the pair (M), and the particle p
T

(one entry

per particle) [30]. The angular variables, rapidity and cos �?, are also sensitive to

the production dynamics.

3 It is unfortunate that the p
T
-balance variable and the longitudinal momentum

fraction of a hadron in a jet are both denoted by the same variable, z. However,
the correct interpretation should be clear from the context.
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Figure 1.9 An illustration of a two arm con�guration in the p
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T
. The angle between the two vectors is ��. The projection of a
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T
-vector onto the plane formed by the other vector and the beam

axis yields pOUT.
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1.3 Experimental Methods

There are several challenges associated with the measurement of direct-

photon production. Due to the di�erence in the relative strengths of the

electromagnetic and strong coupling constants, the cross section for direct-photon

production is three orders of magnitude smaller than the cross section for jet

production. Consequently, jet constituents that decay electromagnetically can

produce signi�cant backgrounds in the direct-photon sample. The decay of �0

mesons into two photons forms the largest background contribution since �0's are

copiously produced (about one out of three particles in a jet).

There are several general experimental methods employed to measure direct-

photon production (Table 1.6). In the direct approach, a calorimeter with good

resolution and �ne segmentation is used to identify individual photons from a �0

or � decay. These photons are excluded from the direct-photon sample. This

method is used by E706 and several other �xed target experiments. Since not all

background photons can be individually identi�ed, a Monte Carlo simulation is

used to evaluate the remaining background contributions, which are subtracted

statistically from the measured direct-photon signal. The level of this background

is traditionally illustrated by a comparison of the single photon yield to the

measured �0 cross section (Figure 1.10).

There are other techniques for separating the direct-photon signal from the

background. The �rst of these is the conversion method. Photons that pass

through material can convert into e+e� pairs. A �0 usually decays into two

photons, so the conversion probability for the �0 decay products is greater than for

a single photon. The measured conversion fraction in the candidate sample can be

used to statistically extract the yield of direct photons. Already existing material
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Experiment Method Calorimeter

CDF [31] Shower prof./Conv. + isol. Pb/Steel{Scintillator

D� [32] Conversion +isol. U{Liquid Argon

E629 [33] Direct Pb{Liquid Argon

E704 [34] Direct + isol. Pb{Glass

E706 [35] Direct Pb{Liquid Argon

NA3 [36, 37] Direct/Conv. Pb{Scintillator

NA24 [38, 39] Direct Pb{Scintillator

R108 [40] Conversion Pb{Glass

R110 [41] Conv. + Shower prof. Pb{Glass/Scintillator + MWPC

R806 [42] Direct Pb{Liquid Argon

R807/8 [43, 44] Direct NaI + U/Cu Scintillator

UA1 [45] Shower pro�le + isolation Pb{Scintillator

UA2 [46] Conv. + isolation Pb{Scintillator

UA6 [47] Direct Pb{Proportional tubes

WA70 [48] Direct Pb{Liquid Scintillator

Table 1.6 Methodology and choice of calorimeter technology for some experi-
ments that have published results on direct-photon production.
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Figure 1.10 The observed single  to �0 ratio for signal+background (�) and
background (curve) from the ��Be data at 515 GeV/c.
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is typically used as the converter (e.g., magnet coils, support structures). Another,

similar, technique uses the di�erence in the pro�le of the showers deposited in the

electromagnetic calorimeter. The two photons from �0 decay result in a broader

and shallower reconstructed shower than that from a single photon of the same

energy. The shower pro�les of photon candidates can be used to statistically

extract the direct-photon cross section. These methods are typically employed in

large-
p

s environments (Table 1.6), where it is di�cult to resolve the individual

photons from �0 decays.

The amount of energy surrounding photon candidates can also be used to

discriminate between signal and background. True direct photons should be

relatively isolated (ignoring production through quark bremsstrahlung) compared

to �0's that are part of a jet. Isolation criteria can also be applied, and are used

routinely in the collider environment (Table 1.6).

Only a few experiments have measured the hadronic production of direct

photons. Most of these are listed in Tables 1.7 and 1.8. Even fewer experiments

have managed to extract a double direct-photon signal. These are listed in

Table 1.9, along with the statistical signi�cance of their result. General reviews

of direct-photon measurements can be found in [49, 50, 11].

1.4 Summary

Fermilab experiment E706 was a �xed-target experiment speci�cally designed

to measure the production of direct photons and their associated particles.

The experiment featured a large, �nely segmented, lead and liquid argon

electromagnetic calorimeter and a high resolution charged particle spectrometer.

In addition to measurements of single direct-photon production, the original

proposal for experiment E706 [51] also contained provision for the measurement
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Experiment
Beam Energy

p
s

Target
Sensitivity (pb�1)

(GeV) (GeV) �� �p �+ p

E629 [52] 200 19.4 C | | -?- -?-

NA3 [53] 200 19.4 C -?- | -?- -?-

E704 [34] 200 19.4 H2 | | | -?-

WA70 [54, 55] 280 23.0 H2 3.5 | 1.3 5.2

NA24 [56] 300 23.8 H2 1.3 | 0.2 0.5

UA6 [57, 58] 315 24.3 H2 | 3.5 | 6.1

E706 [59] 500 30.6 Be, Cu 0.5 | | 0.8

E706 515 31.1 H2, Be, Cu 11.6 | 0.3 |

E706 530 31.6 H2, Be, Cu | | | 8.4

E706 800 38.8 H2, Be, Cu | | | 10.6

Table 1.7 Fixed target experiments that have published direct-photon results.

Experiment
p

s (GeV) Interaction Sensitivity (pb�1)

R806 [60] 31,45,53,63 pp 50

R807/8 [61] 53 pp, p�p 16

R108 [40] 62.4 pp 76

R110 [41] 63 pp 85

UA1 [45] 546 p�p 0.1

UA1 [45] 630 p�p 0.6

UA2 [62] 630 p�p 13.2

CDF [63] 630, 1800 p�p 35

D� [64] 1800 p�p 12.9

Table 1.8 Hadron collider experiments that have published direct-photon
results.



Summary 27

Experiment
p

s Interaction Statistical Signi�cance

(GeV ) (Standard Deviations)

NA3 [65] 19.4 ��C,pC 3

WA70 [66, 23] 23 ��p 6

NA24 [67] 23.7 ��p 2.9

R806 [68] 63 pp 2

R807/8 [69] 63 pp 2

UA1 [45] 630 p�p 2

UA2 [70] 630 p�p 4.3

CDF [24] 1800 p�p 3.2

D� [71] 1800 p�p 5.8

Table 1.9 Statistical signi�cance of published double direct-photon results.

of pairs of direct photons. The study of double direct-photon production is the

principal subject of this thesis. Correlations between direct photons will be used

to extract information about the transverse momentum of partons. In addition,

results will be presented on the production of pairs of neutral mesons (�0�0, ��0)

and on the production of �0's in association with direct photons (�0). Studies

of these systems will be used to improve our understanding of kT e�ects in the

production of single photons and �0's.

The rest of this thesis is organized as follows: Chapters 2, 3, and 4 briey

describe the spectrometer, its trigger and readout, and the methods used to

reconstruct photons and charged particles. Chapter 5 describes the detector
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simulation. Chapter 6 contains a detailed description of the calibration of the

energy response of the electromagnetic calorimeter (the analysis of the energy scale

was among the author's primary responsibilities). The basic analysis techniques

for studying high-mass �0�0, ��0, �0, and  events are presented in Chapter 7,

followed in the ensuing chapters and appendices by discussions of their production

cross sections.



Chapter 2 The Meson West Spectrometer

2.1 Introduction

The Meson West spectrometer was a large acceptance, multi-purpose

spectrometer designed to measure direct-photon and dimuon production. The

spectrometer had three major sub-systems. The �rst was a spectrometer used

to measure the trajectories of charged particles emerging from beam{target

interactions. The second sub-system consisted of a series of calorimeters to identify

particle energies and positions. Finally, there was a muon spectrometer. All three

sections of the Meson West spectrometer are discussed in more detail below.

The Meson West spectrometer was commissioned during the 1987{8 �xed

target run and was used during the 1990 and 1991 �xed target runs. The

spectrometer underwent several important upgrades between the 1987{8 and the

1990 runs [72]; the discussion below is limited to the Meson West spectrometer in

its 1990 and 1991 con�gurations.

2.1.1 Coordinate System

A right handed coordinate system with the Z-axis oriented along the nominal

beam direction was adopted. The X-axis was in the horizontal direction and

the Y-axis was in the vertical direction (positive pointed up). Coordinates were

signed according to the beam direction, downstream being more positive in Z and

upstream more negative. The origin of the coordinate system was de�ned by a

surveyor's plug located near the target box.

29
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2.2 Beamline and Target

2.2.1 Accelerator

The Fermilab accelerator complex consisted of �ve particle accelerators

(Figure 2.1). Negative hydrogen ions were accelerated by a Cockcroft{Walton

to 750 keV. They were then accelerated in a linear accelerator to 400 MeV,

stripped of their electrons, and injected into a 500 foot diameter, rapid cycling

synchrotron (Booster) and accelerated to 8 GeV. The beam was extracted into

a 4 mile circumference proton synchrotron (Main Ring) which accelerated the

protons to 150 GeV. Some of these protons were directed into a target. Anti-

protons produced in the resulting collision were stored in the Accumulator Ring

for subsequent injection into the Main Ring.

The Tevatron is a 4 mile circumference, superconducting, proton synchrotron

capable of simultaneously accelerating protons and anti-protons up to 0.9 TeV.

The Tevatron can be operated in two modes: collider and �xed target. In collider

mode, the proton and anti-proton beams can be forced to cross at up to four

locations, including B0/CDF and D0/D�. In �xed target mode, protons were

accelerated by the Tevatron to 0.8 TeV and delivered to various experiments

through a switch-yard complex. There were three principal experimental areas

served by the switch-yard: Proton, Neutrino, and Meson. Each area had several

beamlines that served the various �xed target experiments.

2.2.2 Meson West Beamline

E706 was located at the end of the Meson West beamline [73], which was

capable of transporting either 0.8 TeV protons from the Tevatron or secondary

beams of either polarity. Primary protons were delivered during a 23 second
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Figure 2.1 A schematic drawing of the Fermilab accelerator complex during the
1991 �xed target run.
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Primary Beam Flux Mean Beam Momentum Majority

(protons/spill) (GeV/c) Beam Particle

2� 1011 800 p

2� 1012 530 p

5� 1012 515 ��

Table 2.1 Primary beam intensity at the production target required to generate
� 2� 108 particles on the experimental target [73].

spill; spills were separated by 34 seconds. The beam was time localized into

buckets � 1 ns wide and � 19 ns apart. This 19 ns (53 MHz) RF structure was

an important timing reference. During normal operations, the Tevatron beam

intensity was � 1013 protons/spill.

To generate 0.5 TeV/c secondary beams of pions, kaons, and protons, the

primary proton beam was directed into a � 1 interaction length beryllium

target1 [74] (Table 2.1). For calibration purposes, we also transported 25{

100 GeV/c mixed electron (40%) and hadron (60%) beams and 200{400 GeV/c

hadron beams [75].

The polarity of the secondary beam was chosen by a series of magnets; the

most important elements of the beamline optics are shown in Figure 2.2. The

pinhole collimators controlled primary beam intensity. The Segmented Wire Ion

Chambers (SWICs) and the Secondary Emission Monitors (SEMs) were used to

measure beam position and intensity, respectively. Spoiler magnets swept away

muons and hadrons that otherwise traveled parallel to the beamline.

1 The primary target was 1.14 interaction lengths during the 1990 run. In 1991,
the production target was reduced to 0.75 interaction lengths.
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Figure 2.2 A schematic drawing of the Meson West beamline showing the most
important elements.
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2.2.3 Beamline �Cerenkov Detector

A di�erential �Cerenkov counter [76, 77] was installed in the beamline to

identify (tag) incident pions, kaons, and protons in the secondary beams. This

helium �lled counter was 43.4 m long and was located � 100 m upstream of the

experimental target (Figure 2.2). Three concentric rings of photomultiplier tubes

detected photons in order to simultaneously identify the secondary beam particles

(Figure 2.3). A precision gas system controlled the helium pressure so that the

�Cerenkov light could be scanned across the photomultiplier tubes for calibration

purposes. The typical operating pressure was between 6.0 and 6.5 psia.

2.2.4 Hadron Shield and Veto Walls

A 4.7 m long stack of battleship steel was placed between the last beamline

magnet and the target box (Figure 2.4) to absorb hadrons and identify muons not

swept away by the spoiler magnets. A water tank was placed on the downstream

end of the steel to absorb neutrons. Scintillator walls were placed upstream and

downstream of the steel to identify penetrating muons. These veto walls were

used in both the online trigger de�nition [78] and in the o�ine analysis [79]

to discriminate against beam halo muons. Two scintillator walls were located

downstream of the hadron shield and two upstream.2

2.2.5 Beam and Interaction Counters

Trigger information was provided by scintillators in the target region [80].

Position and timing information for incident beam particles was provided by

a hodoscope [81] located between the hadron shield and the target region

(Figure 2.4). The hodoscope had three layers forming X, Y, and U views. Each

2 Only one upstream wall was in place during the 1990 run.
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Figure 2.3 A schematic drawing of the beamline �Cerenkov counter (top) and its
phototube placement (bottom). Each ring of photomultiplier tubes
is labeled according to the particle it was designed to tag.
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view consisted of twelve 3.5 cm long scintillator strips. The strip widths varied

with the thinnest strips (1 mm) located in the beam region.

A scintillator counter with a 0.375 inch diameter hole was placed in the target

region to de�ne the transverse beam size. This counter was used as a beam veto

in the trigger logic. A single piece of scintillator was used during the 1990 run;

this was replaced with four pieces, covering approximately the same area, for the

1991 run.

E706 used thin targets corresponding to between 10% and 15% of an

interaction length. To identify buckets in which an interaction occurred, four

planes of scintillator were placed downstream of the target. Two were located

upstream of the analysis magnet (Section 2.3.2) and two downstream. Holes were

cut out of the center of the planes, 0.75 inches diameter in the case of the upstream

pair and 1.5 inches diameter for the downstream pair, to eliminate non-interacting

beam particles.

2.2.6 Target

Targets (Table 2.2) were located between the hodoscope and the interaction

counters. Arrayed around the targets were silicon strip detectors used to

reconstruct the beam particles and the interaction vertex. The targets were

hydrogen [82], beryllium, and copper arranged as in Figures 2.5 and 2.6.

The experimental target during the 1990 �xed target run (Figure 2.5) consisted

of two pieces of copper and two pieces of beryllium. The copper targets were

0.08 cm thick and had a circular shape (2.54 cm diameter) with the sides cut o�;

this resulted in a cross-sectional shape that was circular on top and bottom and

rectangular in the middle. The beryllium targets were 2 cm diameter cylinders.

The upstream piece was 3.7 cm long, while the downstream piece was 1.1 cm long.



38 The Meson West Spectrometer

-1
30

 c
m

-3
4 

cm

-1
9 

cm

3x3 cm wafers
50 µm pitch

-6
 c

m

-3
 c

m

+
2 

cm

+
8 

cm

+
13

 c
m

5x5 cm wafers
50 µm pitch

5x5 cm wafers
25/50 µm pitch

0.8 mm Cu

1.1 cm Be

3.7 cm Be

Beam

Figure 2.5 Con�guration of the target region during the 1990 run.

-1
30

 c
m

-6
1 

cm

-3
4 

cm

3x3 cm wafers
50 µm pitch

-6
 c

m

-3
 c

m

+
2 

cm

+
8 

cm

+
13

 c
m

5x5 cm wafers
50 µm pitch

5x5 cm wafers
25/50 µm pitch

Beam

15 cm H
2

0.2 cm Be

2.8 cm Be

0.16 cm Cu

Figure 2.6 Con�guration of the target region during the 1991 run.



Beamline and Target 39

Run Material
Zupstream Diameter Length

(cm) (cm) (cm)

Cu �15:54 2:54 0:0780

1990
Cu �15:22 2:54 0:0781

Be �14:65 2:08 3:7092

Be �9:92 2:06 1:1201

Cu �30:44 2:54 0:0780

Cu �29:95 2:54 0:0781

1991
Be �28:36 8:1 0:249

H �26:9 6:35 15:3

Be �10:52 9:9 0:282

Be �10:8 2:54 2:5397

Table 2.2 Target materials, positions, and dimensions in the 1990 and 1991
con�gurations. The �ducial length of the hydrogen target is de�ned
by a cut that excludes regions compromised by the proximity of the
container material.

A hydrogen target was added for the 1991 �xed target run (Figure 2.6). The

liquid hydrogen was contained in a 15 cm long mylar ask. The ask was a

6 cm diameter cylinder (oriented along the Z-axis) housed within a stainless

steel vacuum jacket equipped with beryllium windows at both ends. The 1991

target con�guration also included two 0.08 cm thick copper targets upstream of

the hydrogen target; the copper pieces were circular with a diameter of 2.5 cm.

Downstream of the hydrogen target (adjacent to the downstream beryllium

window) was a 2.54 cm long beryllium cylinder with a diameter of 2.54 cm.
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2.3 Charged Particle Spectrometer

The tracking system was designed to measure the location of the beam{target

interaction, the location of heavy particles decays, and the momenta of charged

particles. For these purposes silicon strip detectors (SSDs) were placed in the

target region, and proportional wire chambers (PWCs) and straw drift tubes

(SDTs) were placed downstream of a dipole magnet.

2.3.1 Silicon Strip Detectors

The SSD system [83, 84] consisted of 16 silicon microstrip detectors [85, 86]

arranged into 8 modules. In each module, the upstream plane was oriented

vertically and the downstream plane was oriented horizontally; planes were

supported by a 1/4 inch thick aluminum frame. The planes were � 300 �m thick

with a 50 �m strip pitch3. Three modules were placed upstream of the target and

�ve downstream. The angular resolution of the SSD system was � 0:06 mrad.

Figure 2.7 is a diagram of the SSD system showing the instrumented regions. The

entire system can be seen in Figures 2.5 and 2.6. The characteristics of the SSD

planes can be found in Table 2.3.

2.3.2 Magnet

An analysis magnet [87] was located between the SSDs and the PWCs

(Figure 2.4). It produced a dipole magnetic �eld of 6.2 kG to provide a 0.44 GeV/c

transverse momentum impulse in the horizontal plane. Mirror plates were installed

at both ends of the magnet aperture (at Z � 53 cm and Z � 360 cm) to minimize

fringe �eld e�ects. A helium bag �lled the magnet aperture to reduce multiple

scattering.

3 The �rst plane downstream of the target was a hybrid plane having a central
region of 25 �m pitch and an outer region with 50 �m pitch.
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Figure 2.7 The silicon strip detectors in their 1990 con�guration. The
instrumented regions of each plane are marked by the shaded areas.
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2.3.3 Proportional Wire Chambers

The PWC system [88] consisted of four modules of four anode planes each. The

planes were oriented horizontally, vertically, and in two stereo views, U (+37�) and

V (�53�). Each anode plane was surrounded by two cathode planes as illustrated

in Figure 2.8. The cathode planes were capable of supporting independent high

voltages in three regions: beam, di�ractive, and main. Although the four modules

were nearly identical in design, the active areas increased with increasing Z to

provide nearly constant acceptance for charged particles bent by the magnet

(Table 2.4). The angular resolution of the PWC system was � 0:30 mrad.

The anodes were 0.8 mil gold plated tungsten wire while the cathodes were

graphite coated 1.0 mil thick mylar sheets glued to a supporting G-10 frame.

Anode wires were placed 0.1 inches apart and there was 0.226 inches between the

cathode planes and the anodes. The cathode planes were operated at -3 kV while

the anodes were grounded. The ionizing medium was a mixture of 80.4% argon,

18% isobutane, 0.1% freon, and 1.5% isopropyl alcohol.

2.3.4 Straw Drift Tubes

The SDT system [89, 90] consisted of two modules of eight planes each. The

�rst four planes of each module were oriented vertically and the second four

planes were oriented horizontally. SDTs were interspersed with the PWC system

(Figure 2.4) to increase the resolution of the tracking system downstream of the

analysis magnet.

The straws were made from two spiral wrapped layers of 150 �m mylar with

a layer of 8 �m aluminum coated on the inner surface of the inner layer. The

tube diameter was 1.04 cm in the �rst straw chamber and 1.63 cm in the second
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Figure 2.8 Arrangement of the sense wires in each proportional wire chamber
module.
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Module Orientation Elements
Pitch Active Region Z Position

(�m) (cm) (cm)

Beam SSD 1
X 256 50 1.28 -130.2

Y 256 50 1.28 -129.3

Beam SSD 2
X 256 50 1.28 -34.2

Y 256 50 1.28 -33.3

Beam SSD 3
X 256 50 1.28 -19.2

Y 256 50 1.28 -18.3

X
384 25 0.96

-6.3

Vertex SSD 1
256 50 1.28

Y
384 25 0.96

-5.3
256 50 1.28

Vertex SSD 2
X 512 50 2.56 -3.7

Y 512 50 2.56 -2.8

Vertex SSD 3
X 704 50 3.52 1.8

Y 704 50 3.52 2.7

Vertex SSD 4
X 832 50 4.16 7.3

Y 832 50 4.16 8.2

Vertex SSD 5
X 1000 50 5.00 12.8

Y 1000 50 5.00 13.7

Table 2.3 Elements of the charged particle spectrometer upstream of the
analysis magnet. This table describes the 1990 con�guration. During
the 1991 �xed target run, beam SSDs 2 and 3 were moved farther
upstream to make room for an expanded target.
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Module Orientation Elements
Spacing Active Region Z Position

(mm) (cm) (cm)

X 640 2.54 122 379.0

PWC 1
Y 480 2.54 122 380.8

U 704 2.54 122 382.5

V 672 2.54 122 384.2

X 160 10.4 167 426.2

X 160 10.4 167 427.1

X 160 10.4 167 428.1

SDT 1
X 160 10.4 167 429.0

Y 128 10.4 126 434.0

Y 128 10.4 126 434.9

Y 128 10.4 126 435.9

Y 128 10.4 126 436.8

X 800 2.54 203 472.3

PWC 2
Y 800 2.54 203 474.0

U 896 2.54 203 475.8

V 896 2.54 203 477.5

X 800 2.54 203 567.4

PWC 3
Y 800 2.54 203 569.1

U 896 2.54 203 570.9

V 896 2.54 203 572.6

X 960 2.54 244 660.1

PWC 4
Y 960 2.54 244 661.9

U 1120 2.54 244 663.7

V 1120 2.54 244 665.4

X 160 16.3 280 743.9

X 160 16.3 280 745.3

X 160 16.3 280 747.0

SDT 2
X 160 16.3 280 748.4

Y 160 16.3 280 750.3

Y 160 16.3 280 751.8

Y 160 16.3 280 753.4

Y 160 16.3 280 754.8

Table 2.4 Elements of the charged particle spectrometer downstream of the
analysis magnet. This table describes the 1990 con�guration.
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Figure 2.9 Cut view of a straw drift tube bundle.

(Table 2.4). The cathode was grounded. The anode, running down the center of

each straw, was a 20 �m gold-plated tungsten wire held at � 1:8 kV. The ionizing

medium in the straws was a mixture of 50% argon and 50% ethane bubbled

through ethyl alcohol at 0�C.

Straws were glued together to form bundles arranged in a staggered fashion

for better coverage (Figure 2.9). Information about hit straws as well as

timing information from the charge collection was recorded; this improved the

downstream tracking resolution to � 0:06 mrad, comparable to the SSD system.
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2.4 Calorimetry

Three sampling calorimeters were located downstream of the SDTs to measure

the energies of photons, electrons, and hadrons (Figure 2.4). Two calorimeters

used liquid argon as the active medium (LAC). The electromagnetic calorimeter

(EMLAC) was very �nely segmented to accurately measure the energies and

positions of photons. A hadronic calorimeter (HALAC) was located downstream

within the same cryostat. A scintillator calorimeter (FCAL) was placed further

downstream to increase coverage in the forward (positive rapidity) region.

2.4.1 Liquid Argon Calorimeter Cryostat and Gantry

The EMLAC and HALAC were located within a cryostat [91] suspended from

a gantry (Figure 2.10). The cryostat was �lled with � 17000 liters of liquid argon;

the argon was checked for purity prior to use [35]. Argon pressure was controlled

by liquid nitrogen cooling coils. The vessel consisted of two pieces connected by

a bolted ange with a very large O-ring; the ange was at room temperature.

Electrical feedthroughs were installed at the top of the cryostat for the signal

and high voltage lines. These were \warm" feedthroughs; while the detectors

were submerged in liquid argon, the top of the cryostat was �lled with gaseous

argon. A steel-jacketed vessel �lled with Rohacell was used to exclude argon

from the front of the EMLAC; this �ller vessel signi�cantly reduced the energy

lost in material upstream of the detector (Section 6.5.4). Another steel-jacketed

vessel �lled with gaseous helium spanned the entire length of the cryostat; it �lled

the hollow centers of both calorimeters to minimize further interactions with the

beam.
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Figure 2.10 A cut-away view of the liquid argon calorimeter and gantry. Both
the electromagnetic and hadronic calorimeters are visible within the
cryostat.
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The gantry consisted of a steel I-beam frame capable of supporting the

cryostat, 105 tons of liquid argon, and 225 tons of detectors. It was capable

of very �ne motion transverse to the beam for detector calibration (Section 6.3).

The gantry also supported the Faraday Room, a shielded and electrically isolated

room containing the feedthroughs and detector electronics.

2.4.2 Electromagnetic Calorimeter

The EMLAC [92, 75] had a cylindrical geometry with an inner radius of 20 cm

and an outer radius of 165 cm. It was divided into four mechanically independent

quadrants that were further subdivided to create octants. The calorimeter had

33 longitudinal cells read out in two sections: an 11 layer front (about 8.5 radiation

lengths) and a 22 layer back (about 18 radiation lengths). This front/back

split was used for shower matching in photon reconstruction (Section 4.3.6),

for measuring the direction of incidence of the showering particle [35], and for

discriminating between electromagnetic and hadronic showers (Section 7.4). The

longitudinal layers consisted of a 2 mm thick lead sheet (cathode)4, a double-

sided copper{clad G-10 anode board (radial), another 2 mm thick lead sheet

(cathode), and another double-sided copper{clad G-10 anode board (azimuthal).

Between each of these components was a 2.5 mm argon gap. The physical layout

is illustrated in Figure 2.11. The cathodes were operated at -2.5 kV; the anodes

were grounded through the ampli�ers.

The radial coordinate readout consisted of 254 concentric strips in each octant;

the strips were focussed5 in a tower{like fashion towards the target 9 m upstream of

the detector. The azimuthal coordinate readout was subdivided at 40 cm (radius)

4 The �rst layer has an aluminum cathode rather than a lead cathode.
5 These strips are 5.45 mm wide on the �rst radial board.
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Figure 2.11 An exploded view of the electromagnetic calorimeter.



Calorimetry 51

into inner and outer segments; each inner strip subtended an azimuthal angle of

�=192 radians, while each outer strip covered �=384 radians. This subdivision

of the azimuthal strips on the outer portion of the detector was used to improve

both position and energy resolution of reconstructed photons. It also reduced

R{� correlation ambiguities in the reconstruction caused by multiple showers in

the same octant of the calorimeter (Section 4.3.6).

2.4.3 Hadronic Calorimeter

The HALAC [75, 87] had 53 longitudinal cells read out in 2 sections: a 14 layer

front (about 2 interaction lengths), and a 39 layer back (about 6 interaction

lengths). Each cell consisted of a detector plane (cookie) with a 0.125 inch e�ective

argon gap and a 1 inch thick steel plate (Figure 2.12). Cookies had two anode

planes formed from single-sided copper-clad G-10 boards glued together back-to-

back and separated by vertical G-10 strips for mechanical support. The anode

planes were bracketed by two double-sided copper-clad G-10 boards. The side

facing the anode board was held at -2.5 kV, the other side was grounded. The

anode boards were grounded through their ampli�ers. The high voltage boards

were separated from the anodes by 3 mm thick horizontal strips of G-10. The area

covered by the G-10 strips was not instrumented for readout; to avoid gaps in the

acceptance, these non-instrumented regions were staggered vertically within the

cookie.

Anodes were cut into pads in a triangular pattern (Figure 2.13), which was

focussed in a tower-like fashion on the target. Pads ranged in height from 10.9 cm

in the front to 13.3 cm in the back. The typical hadronic shower was contained

within a six-pad area.
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Figure 2.12 A cell from the hadronic calorimeter.
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U
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Typically 93% of a hadron's energy
is contained in a 6-cell hexagon.

Figure 2.13 The pad structure used in the hadronic calorimeter. A typical
hadronic shower is shown in the inset.
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Figure 2.14 Diagram of the forward calorimeter.

2.4.4 Forward Calorimeter

A steel and scintillator calorimeter (Figure 2.14) was located downstream of

the LAC (Figure 2.4) to measure energy in the forward direction [93, 94]. The

FCAL acceptance covered the LAC beam hole. It was split into three similar

sections, each composed of alternating layers of 1.9 cm steel absorber plates

and 4.8 mm acrylic scintillator sheets. The downstream module had 32 layers

of steel absorber plates and 33 layers of scintillator sheets, the other two modules

had 28 layers of steel absorber plates and 29 layers of scintillator sheets. The steel

plates were 114 cm in diameter and were separated by 6.9 mm. The three modules

constituted � 10:5 interaction lengths. Holes were drilled through the steel and

scintillator with 1.27 cm and 1.12 cm diameters respectively. Wavelength shifter

rods were inserted through these holes and were used to guide the collected light to
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photomultiplier tubes. The photomultiplier tubes were located at the downstream

end of the downstream module and at both ends of the other two modules.

2.5 Muon Spectrometer

In addition to its use in E706, the Meson West spectrometer was simultane-

ously used by another experiment, E672. E672 was a high-mass dimuon experi-

ment investigating the hadroproduction of J= [95, 96],  0 [95], �c [97], and B [98]

mesons. The E672 collaboration was principally responsible for the spectrometer

elements downstream of the forward calorimeter as shown in Figure 2.4. These

elements consisted of a toroidal magnet, hodoscopes, and proportional wire cham-

bers. E706 and E672 shared trigger logic, data acquisition, and event reconstruc-

tion programs. Information from many aspects of the spectrometer contributed to

their analyses and data from their triggers were used for several of our studies and

calibrations [for example, the J= �! �+��, as identi�ed by the E672 trigger,

was used in our tracking momentum scale calibration (Section 6.2.5)]. We also

jointly published results obtained using the dimuon trigger [95|98].





Chapter 3 Trigger and Data Acquisition

This chapter describes the experimental method that selected the data and

the system that read out the spectrometer.

3.1 Trigger

The trigger system [78, 80, 94] selected a sample of rare, high-p
T

events

(� 1 in every 105 beam-target interactions). There were four classes of triggers

implemented for the Meson West spectrometer: scintillator triggers, single-octant

EMLAC based triggers, double-octant EMLAC based triggers, and a dimuon

trigger. The scintillator triggers relied on signals from the beam hodoscope

and interaction counters. The single-octant triggers required localized deposits

of transverse momentum in the EMLAC. The double-octant triggers required two

localized deposits of transverse momentum in the EMLAC azimuthally separated

by at least 90�; they were intended to mimic a two-arm spectrometer arrangement.

The dimuon trigger required downstream muon hodoscope information; it was the

principle trigger of E6721.

3.1.1 Beam and Interaction

The initial stage of the trigger used timing information from the hodoscope

and interaction counters (Section 2.2.5). Trigger signals were issued depending

upon speci�c coincidences of the hodoscope and interaction counter information.

One coincidence was beam. A beam signal occurred when two or more planes of

the hodoscope �red during the same RF bucket. This signal had no discrimination

between one and more than one beam particles in the RF bucket making it di�cult

1 There was also an online processor that performed a quick track reconstruction
to pick out high-mass dimuon events.

57
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to normalize. beam1 was de�ned to provide this discrimination; it had the same

requirements as beam plus additional restrictions on the pattern of lit �ngers in

the hodoscope planes.

The interaction signal, int, required at least two interaction counters �red

in the same RF bucket. An int1 signal was issued when the int signal was in

coincidence with beam1. The downstream trigger electronics (Faraday room)

were unable to handle interactions that were too close together in time. For this

reason, at least three non-interacting RF buckets (clean) were required on either

side of the int2. Since the tracking system's gate was � 100 ns, the clean �lter

also had the advantage of minimizing overlapping events detected in the tracking

system electronics.

Once a trigger was issued, the computer issued a busy signal that was

maintained until all the event information was read out. Upon completion of

this process, a computer ready signal (cmprdy) was issued and the system was

ready for the next event. The �nal live interaction de�nition was

live int1 = int1
 clean
 cmprdy
 bh; (3:1)

where bh indicated that no signal was observed in the beam hole counter. These

signals were taken in coincidence with two signals provided by the accelerator,

beam gate, which indicated that a spill was in progress, and rf clock. Signals

were stored for 15 RF buckets by the Minnesota latches [93]. This information

(centered in-time on beam) was read out by the data acquisition system.

A small fraction of beam and int signals were used to trigger the experiment

(Table 3.1). These scintillator triggers were primarily used for studies requiring

2 The late clean requirement was removed for runs > 14606 to gauge the
impact of ringing in the interaction counters [80].
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Trigger
Prescale Fraction of

Factor Events (%)

beam 156 2

interaction 155 3

pretrigger 2925 7

single local low 40 18

single local high 1 40

local global low 40 20

local 1/2 global high 1 35

local global high 1 35

two gamma 1 20

dimuon 1 20

Table 3.1 Trigger characteristics during the 1990 �xed target run. Many events
satis�ed more than one trigger. Some prescale factors changed during
the run.

a low-bias sample. The �0 number distribution measured with int1 is shown in

Figure 3.1; this data merges smoothly into the single-octant EMLAC triggers.

3.1.2 Pretrigger

It was important to make trigger decisions quickly to reduce dead-time.

Because of the EMLAC rise time (� 350 ns), a fast-output was implemented

(� 180 ns) for the trigger. The fast-out energy estimates were less accurate

than the values obtained from the longer integration time (� 800 ns for the actual

energy measurement), but they were su�cient for rejecting low-p
T

events. Fast-out

energies from pairs of neighboring radial strips were added together and output to

attenuator cards that weighted the energy by sin � to form trigger-p
T
. Every four

pairs of strips were added together to form a sum-of-eight; there were 32 sums-
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Figure 3.1 The �0 number distribution prior to trigger corrections. Where two
triggers overlap, the trigger corrections allow for the use of the higher-
threshold trigger, along with its higher statistics.
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Figure 3.2 A block diagram of the EMLAC based trigger system.

of-eight in each octant. These sums-of-eight were sent to the biased p
T

adder

cards [80] and the local discrimination cards (Figure 3.2).

The pretrigger was based on this fast trigger-p
T

estimate. It rejected a

large fraction of very low-p
T

events quickly; in addition, it provided EMLAC

timing information. The biased p
T

adder cards summed the total trigger-p
T

in

a half octant3. The half octant trigger-p
T

was sensitive to noise and image-charge

e�ects [80]; to minimize these e�ects a small threshold requirement was placed

on each sum-of-eight. The adder cards output was then sent to a zero-crossing

3 This is half the radial view, i.e. 128 strips, not the inner/outer � boundary
used elsewhere in this document.



62 Trigger and Data Acquisition

0

20

40

60

80

100

120

140

0 2 4 6 8

Trigger pT

E
ffi

ci
en

cy
 (

%
)

PRETRIGGER HIGH
(Inner)

Few Groups
Many Groups

0

20

40

60

80

100

120

140

0 2 4 6 8

Trigger pT

E
ffi

ci
en

cy
 (

%
)

PRETRIGGER HIGH
(Outer)

Few Groups
Many Groups

Figure 3.3 Selected inner (left) and outer (right) pretrigger high turn-ons for
few (solid) and many (dashed) groups from the 1991 data. The error
bars above the turn-on region are intended to provide an estimate
of the statistical uncertainty of the measurement, and should not be
taken to imply that the e�ciency could exceed 100%.

discriminator that provided a timing reference for the EMLAC signals. This zero-

crossing time was then compared to int1 to form the pretrigger.

Several vetoes were applied to the pretrigger signal. Pretriggers were

vetoed when they came in coincidence with Faraday room power supply noise

spikes (400 Hz). Pileup and image-charge e�ects were reduced by requiring

there be no signi�cant trigger-p
T

in the half octant in the 350 ns prior to the

pretrigger signal. Spurious triggers due to muon bremsstrahlung were avoided

by using the veto walls (Section 2.2.4). Coincidences between signals in the

upstream and downstream sets of veto walls with the pretrigger signal was

cause to veto the event.
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Surviving pretrigger signals were then compared against a pair of level

discriminators. The higher threshold discriminator (pretrigger high) was

used to create the single-octant trigger (Figure 3.3). The lower threshold

discriminator (pretrigger low) was used for the double-octant trigger (two

gamma pretrigger); it also required a valid pretrigger low signal in

another octant (one of the opposite three octants for a total of 12 possible trigger

combinations).

3.1.3 Local Triggers

A trigger sensitive to single photons, �0's, and �'s was implemented using

the local structure of the sums-of-eight. Pairs of sums-of-eight were combined

to form overlapping sums-of-sixteen; there were 31 overlapping sums-of-sixteen in

each octant (Figure 3.4). Each overlapping sum-of-sixteen was compared to a pair

of level discriminators (Figure 3.5). Both thresholds were utilized for the single-

octant triggers (local low and local high) (Figure 3.1); the lower threshold

was also used for the double-octant trigger (two gamma).

3.1.4 Global Triggers

A set of jet triggers were also implemented where the trigger-p
T

was summed

over the half or full octant (Figure 3.4). These signals, which also had to satisfy

the local requirements, were compared against a pair of discriminators to provide

low and high triggers. These triggers were not used in this analysis. More details

can be found elsewhere [80].
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Figure 3.4 The p
T

summing for the local triggers.

3.1.5 Double-Octant Trigger

The double-octant trigger, two gamma, was intended for the investigation of

double direct-photon production (hence the name). It was also used to measure

two-arm event structure where there were high-p
T

neutral particles on opposite

sides of the detector. Low-p
T

thresholds were used for this trigger as this class

of events is very rare. The trigger required the two gamma pretrigger in

coincidence with a local low in two octants. There were 12 allowed octant

con�gurations: the four opposite octant combinations (1+5, 2+6, 3+7, and 4+8),

and the eight adjacent-opposite octant combinations (1+4, 1+6, 2+5, 2+7, 3+6,

3+8, 4+7, and 5+8).
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Figure 3.5 local low (top) and local high (bottom) turn-ons for selected
inner and outer locals as a function of trigger-p

T
from the 1991 data.

The error bars above the turn-on region are intended to provide an
estimate of the statistical uncertainty of the measurement, and should
not be taken to imply that the e�ciency could exceed 100%.
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[The 1991 �xed-target] run had occasional episodes of intensity-
dependent instability in the spill...The extent of the problem for
experimenters ranged from negligible to bothersome...Finally, near
the end of the run, the problem was isolated in the RF system...

Craig Moore [99]

The accelerator experienced signi�cant beam related instabilities during the

�rst portion of the 1991 �xed target run. Symptoms related to these instabilities

were RF buckets with large numbers of particles and long strings of RF buckets

each having a particle. The beam related instabilities caused the two gamma

trigger to operate erratically; the trigger had to be removed for part of the run.

The beam problems were mostly cleared up by run 13599 (when the trigger was

reinstalled). This was early enough in the �xed target run that all of the 0.5 TeV/c

running could be salvaged. However, the majority of the 0.8 TeV/c proton running

could not; only the �nal portion of the run was usable (Tables 6.1 and 7.2).

3.2 Data Acquisition

The data acquisition system (DAQ) collected the raw electronic signals from

the Meson West spectrometer [100, 73]. In particular, information collected by

the DAQ from the electromagnetic calorimeter was used to form the trigger

(Section 3.1.2). Once the trigger was satis�ed, the DAQ concatenated the

information from the various subsystems (Figure 3.6) and wrote the event to

tape.

Low impedance cables carried the charge collected on the EMLAC anode

boards through the LAC feedthroughs at the top of the gantry to the RABBIT

crates [101] located in the Faraday room. The signals were then ampli�ed,

integrated, and digitized by specially designed ampli�er cards [102]. Each card

had 16 channels, one per detector strip (Figure 3.7). There were three outputs:



Data Acquisition 67

Figure 3.6 A block diagram of the data acquisition system.
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Figure 3.7 A block diagram of the LAC ampli�ers.

fast-out, sample-and-hold, and the time-to-voltage converter (TVC). The fast-

output was the di�erence between the ampli�ed EMLAC signal and its 180 ns

delayed copy; this signal was sent to the trigger electronics (Section 3.1.2). If the

event was accepted by the trigger, then a before signal was issued. This signal

was followed after a speci�ed time by an after signal (Table 6.1). Upon receipt

of the before, the voltage level of the ampli�er prior to the event was sampled

(the ampli�er signal was delayed by 800 ns for this purpose). The after caused

the integrated ampli�er signal to be sampled. The di�erence between these two

voltages was digitized and represented the ampli�ed strip energy.

The TVC was intended to make a trigger-independent measurement of the

photon's time [103]. Every four adjacent LAC channels were added together.

The output of these ampli�ers was di�erentiated and compared to a crate{wide

threshold. If the signal was above threshold then the timing circuit was engaged.
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The circuit had a common stop|the timing ended upon receipt of the before

gate. Once the circuit was triggered, a second circuit could be enabled in case

of another energy deposition above threshold in the same LAC channels. That

circuit was also stopped by the same before signal. The �rst circuit was referred

to as the master; the second, the slave. The timing circuits reset if there was no

trigger signal within � 1:5�s.

The EMLAC was monitored, calibrated, and read-out by the FASTBUS

system [104] through the RABBIT crates [105, 101]. The FASTBUS system also

read out the HALAC and the STDs. The other detector subsystems were read out

by three PDP-11 minicomputers through parallel and serial CAMAC units [106].

A DEC �VAX then concatenated information from the subsystems and wrote out

the event to a pair of 8 mm magnetic tape drives. The �VAX was also responsible

for run control through VAXONLINE [107]. Events were grouped into runs; each run

containing a maximum of 65535 events. Under normal running conditions, a new

run was started every two hours. The DAQ was reinitialized periodically (every

eight hours) at which point calibration data (pedestals, etc) were recorded for the

spectrometer. Calibration data was also recorded between accelerator spills.





Chapter 4 Event Reconstruction

4.1 Overview

More than 70 million events were accumulated during the 1990 and 1991 �xed

target runs. These data were processed by a large FORTRAN software package

which interpreted the recorded electronic signals as photons and charged particles.

Event reconstruction was controlled by a single steering routine, MAGIC [108],

which performed data unpacking and called other routines to independently

reconstruct data from speci�c spectrometer elements. Data were organized by

the ZEBRA [109] dynamic memory system (banks). ZEBRA was also used to write

events in a machine architecture independent format.

The reconstruction code was developed on VAX computers1 with some work

performed on Silicon Graphics (SGI) machines. Extreme care was taken to

ensure the output was architecture and operating system independent. Selected

events were reconstructed on SGIs during data taking to monitor data quality.

Full reconstruction took place on parallel processing computer clusters run by

the Fermilab Computing Division. These farms consisted of a single I/O node

and many worker nodes. Each worker node processed, in full, a single event.

Reconstructed events were concatenated together and written to tape. Three

di�erent architectures were employed by this experiment for event reconstruction:

SGI, Sun, and IBM.

1 The VAXes ran the VMS operating system. All other computers used for
event reconstruction ran variants of the UNIX operating system.

71
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MAGIC is a exible framework that calls reconstructor programs according to

a user-controlled scheme. There were six independent reconstruction packages:

DLREC: Trigger and �Cerenkov logic [110];

PLREC: Charged particles and associated vertices in the charged
particle spectrometer [84, 87, 90];

EMREC: Positions and energies of photons and electrons in the
EMLAC [73];

HCREC: Positions and energies of hadrons in the HALAC [87];

FCREC: Forward energy in the FCAL [93, 94];

MUREC: Muons in the downstream muon spectrometer [95].

Summaries of two reconstructors important to the analyses described in this

document, PLREC and EMREC, are presented below.

4.2 Tracking Reconstruction

The reconstructor for the charged particle spectrometer, PLREC (PLanes

REConstructor), was responsible for converting hits detected by the tracking

chamber electronics (SSDs, PWCs, and SDTs) into tracks representing the

trajectories of charged particles through the spectrometer. The momentum of each

charged particle was measured using this information combined with the action of

the dipole magnet (Section 2.3.2). PLREC was also responsible for reconstructing

the location of the beam{target interaction (primary vertex) as well as vertices

due to heavy particle decays or secondary interactions.

The general methodology for charged particle reconstruction was to identify

tracks using combinations of pairs of hits on so-called seed-planes with hits on

all other planes. Every view (X, Y, etc) of each detector (beam SSDs, vertex

SSDs, PWCs, and SDTs2) was examined independently. Hits were identi�ed with

2 Straw tracks used PWC tracks as seeds.
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Detector
Track Distance

�2=DOF
hits (wire spacing)

beam SSDs
3 1.5 3.0

2 1.5 1.0

PWCs - view
4 1.0 3.0

3 1.0 2.0

PWCs - space
> 13 1.5 3.0

13 1.5 2.0

vertex SSDs
5 1.5 5.0

4 1.5 4.0

Table 4.1 Distance and �2=DOF requirements for tracks in various detector
systems. This information is for the �rst iteration only. Subsequent
iterations had somewhat di�erent requirements. See [84] for more
details.

particular tracks according to their distance from the track and the associated

�2 per degree of freedom (Table 4.1). The maximum number of hits per track

per view per detector was a 3-hit beam SSD track, a 5-hit vertex SSD track, a

4-hit PWC track, and a 16-hit SDT (straw) track. Once all such tracks for a

particular view were found, hits associated with these tracks were removed from

consideration and the remaining hits were used to progressively �nd the remaining

tracks (down to 2-hit tracks in most cases). These view tracks were then combined

to �nd their three dimensional analogues, space tracks. Finally, space tracks from

the di�erent detectors were linked together to yield tracks representing charged

particle trajectories through the spectrometer.

4.2.1 Downstream Tracking

PLREC used the PWCs and SDTs to reconstruct space tracks downstream of

the analysis magnet. These tracks were used to measure charged particle momenta
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and to identify electron-initiated showers in the EMLAC. Track reconstruction

began with the PWC data; seed-planes were de�ned as the outermost pair of

PWC planes in each view. Once view tracks were identi�ed, candidate space tracks

were formed from pairs of tracks in the X and Y views. These candidate space

tracks were then projected onto the U and V views. Candidates were accepted if

there were a su�cient number of hits in the U and V views corresponding to the

space track. The procedure was repeated, starting with the U and V views and

projecting onto the X and Y views, picking up any missed tracks.

PWC space tracks were then used as seeds for the SDT tracks. Space tracks

were projected onto the SDTs and hits were assigned to the track if the track{hit

distance3 was less than 3.5 mm. Following this procedure, each space track was

re�t using only SDT hits. The error associated with each hit was primarily a

function of its TDC time [90]. The mean SDT hit resolution was approximately

250 �m. The search window was decreased with each iteration, from 3.5 mm to

1.3 mm to 0.8 mm. SDT tracks also had chamber-hit con�guration requirements.

During the �rst iteration, straw track candidates were required to be at least 8-hit

space tracks with 4-hit tracks in each view having at least two hits in each of the

two SDT modules. These requirements were relaxed in later iterations.

Finally, each downstream track was re�t using both the PWC and the SDT

information. Since SDT hits provided better resolution, the results of the �t were

dominated by the SDTs.

3 This search window accounted for the uncertainty in the projection of the
PWC tracks onto the SDTs.
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4.2.2 Upstream Tracking and Linking

Tracks reconstructed in the vertex SSDs were used to locate the beam{target

interaction point and to identify vertices attributed to secondary interactions and

heavy particle decays. View tracks upstream of the analysis magnet were matched

(linked) with tracks downstream of the magnet [87]. This provided an additional

constraint which improved the resolution of the upstream tracks [84].

The three pairs of SSDs upstream of the target were used to track incident

beam particles. The measured beam track was used to improve the resolution of

the primary vertex and was used as a reference for the p
T

measurement of particles

emerging from the beam{target interaction.

4.2.3 Vertex Finding

Precision measurements of the beam{target interaction location were essential

for the physics goals of E706. Upstream tracks with the best links to downstream

tracks were used to ensure good quality vertices. At least three upstream tracks

were required for a vertex to be reconstructed in a view.

The vertex position was determined by a �2 minimization of the impact

parameter [111, 84]. If a relevant beam track was found, it was included in the

vertex location �t. The Z position of the vertex was determined by a weighted

average of the positions calculated in the X and Y views. If more than one vertex

was identi�ed by this procedure, then the most upstream vertex was assumed to

represent the location of the beam{target interaction. The closest beam track to

the primary vertex with an impact parameter less than 100 �m was designated as

the interacting beam particle that produced the event.
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4.2.4 Relinking

Once the primary vertex was located, it was used as an additional constraint

on the tracks upstream of the analysis magnet. These tracks were then relinked

to the tracks downstream of the magnet to improve the resolution of the entire

system. Using a full Monte Carlo simulation of the spectrometer (Section 6.2.2),

the fractional momentum resolution of the tracking system was determined to

be [84]

�(p)=p = 0:0076 + 0:00026p; (4:1)

where p is the charged particle's momentum in GeV/c.

4.3 Electromagnetic Reconstruction

The reconstructor for the electromagnetic calorimeter, EMREC (ElectroMag-

netic REConstructor), reconstructed showers from the EMLAC ampli�er signals.

First, raw ampli�er signals were converted into an energy equivalent. Then the

reconstructor searched for patterns in the data: groups of channels with energies

above threshold, and peaks within the groups. An energy independent shower

shape was used to �t the peaks to evaluate their energies and positions. These

gammas were then matched by shape and location to form photons. The showers

in each detector quadrant were independently reconstructed.

4.3.1 Unpacker, Pedestals, and Gains

ONE RING TO BIND THEM AND IN THE DARKNESS RULE THEM.

| Comment card for UNPCAL

The unpacker for the electromagnetic calorimeter organized raw data into

ZEBRA banks and converted raw ampli�er counts into energy. Strip energies were
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adjusted for ampli�er pedestals [105, 79] and relative gains [112]. Pedestals and

gains information for the LAC ampli�er cards were collected by the FASTBUS

system each time the DAQ was reinitialized (about once per eight hours). Online

pedestals were measured for each LAC channel by averaging the results of at least

128 consecutive readouts in the absence of incident beam. The pedestals were

re�ned by analyzing non-interacting beam triggered events [105]. This o�ine

analysis typically shifted the pedestal value a few counts compared to the online

constants. Gains were measured by injecting charge into the ampli�ers; this charge

was collected and read out through the data pathways. These gains were stable

over time to the �0:2% level [35, 112].

The adjusted ADC counts were converted into energy using a factor

determined from initial detector studies with incident electron beams [75]. The

conversion factor was 3.1 MeV/count [102]. A correction was made for the time-

dependent EMLAC energy response (Section 6.5.1). Finally, the few dead channels

in the EMLAC (< 0:3% of the total) were assigned energies based on the contents

of neighboring strips.

A summed section was formed by adding corresponding strips from the front

and back. The summed section was used for group and peak �nding and to

correlate gammas.

4.3.2 Group Finding

A group was de�ned as a series of adjacent strips each of whose energies

exceeded 80 MeV (95 MeV in outer �). At least one strip was required to have an

energy greater than 300 MeV (350 MeV in outer �) and the total energy of the

group had to exceed 600 MeV. Finally, the group had to contain at least 3 strips

above threshold. This last requirement was reduced to 2 strips for outer � where
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the strips are relatively wide and was reduced to a single strip for groups adjacent

to the ash4 in the R views (but only if there was signi�cant energy deposited in

the ash).

4.3.3 Active Pedestal Subtraction

Some events contained obvious residual pedestals. These features were

attributed to a variety of sources including image-charge e�ects and overlapping

events. An example of this type of event is shown in Figure 4.1. These features

were corrected event-by-event by �tting the regions between groups (the event

background) in the R views. The resulting function was subtracted (in all

channels) from the R view and was used to determine the � view correction.

This procedure was performed iteratively by varying the group thresholds [94].

The impact of the active pedestal subtraction upon the event shown in Figure 4.1

is illustrated in Figure 4.2.

4.3.4 Peak Finding

Groups were scanned to �nd the local maxima and minima (with special

care taken near group boundaries). A peak was de�ned as a signi�cant maxima

surrounded by minima. Signi�cant, in this case, meant the height of the peak

above the surrounding valleys (the minima) was at least 2.5 standard deviations

above that expected from energy uctuations in the strips (Equation 4.3).

Following completion of the summed section peak �nding, a second search was

implemented in the front section to determine whether the peaks resulted from

multiple showers. If additional peaks were found in the front section, valleys for

4 The ash was an irregularly shaped strip on the innermost and outermost
edges of the radial and azimuthal views.
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Figure 4.1 An event from one EMLAC quadrant before the active pedestal
subtraction has been applied. Note the ramp in Left R and the level
di�erence between the left and right sides of Outer �.
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Figure 4.2 An event from one EMLAC quadrant (the same event as in Figure 4.1)
following the application of the active pedestal subtraction.
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each of them were re-evaluated and the peak signi�cance checked. If a peak was

found in the front section, then the corresponding peak was searched for in the

back section as well.

It is possible two showers, such as those from the decay of a high-p
T
�0, overlap

to such an extent that there is no signi�cant valley between the peaks. In this case,

one of the photons can show up as a shoulder on one side of the peak. A search

for shoulders was initiated whenever a single peak was found in both the front

and summed sections with an integrated energy (between the valleys) of at least

35 GeV. An ideal shower has an approximately exponential shape (Figure 4.3),

so a peak in the logarithmic derivative of the strip energy with respect to the

distance from the peak position would indicate the presence of a shoulder. Once

a shoulder was found, its signi�cance was checked.

Peak positions and energies were estimated to help perform shower shape �ts.

4.3.5 Gamma Reconstruction

The energies and positions of peaks were identi�ed precisely using a shower

shape �t (Figure 4.3). The shower shape was parameterized independently in the

front and back. The summed section shower shape was determined by adding

together those for the front (70%) and the back (30%). The shower shape �t was

performed by minimizing the �2,

�2 =
X
i

(Ei � ziE)2

�2i
; (4:2)

where the Ei are the strip energies in GeV, the zi are the fraction of shower energy

deposited in the strip, and �i was the nominal resolution [73] of the EMLAC given

by

�2i (E) = (0:22)2 + (0:16)2Ei + (0:01)2E2
i : (4:3)
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Figure 4.3 Photon shower shape function for the summed section.
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The shower shape was parameterized in terms of distance from shower center; it �t

unambiguously in the radial views. In the azimuthal views, estimates of the radial

position were made �rst; these were based on shower width measurements. The �

energies were re�t at a later stage in the reconstruction process (Section 4.3.6).

Once the gammas were identi�ed, their shower energies were corrected for

losses at the quadrant and view boundaries and for the fraction of shower energy

deposited in strips lying outside the valleys (tails).

4.3.6 Gamma Correlation and Photon Reconstruction

Gammas from the radial and azimuthal views were correlated together to

measure the positions of the reconstructed showers and improve the energy

measurement. The correlation procedure relied on the segmentation of the

detector into left/right and inner/outer regions. For example, radial gammas with

R < 40 cm were only correlated with inner � gammas (Figure 4.4). There were also

special con�gurations relating gammas near the view boundaries and overlapping

gammas (shoulders) [73]. Since photons deposited roughly the same energy in the

radial and azimuthal views, the correlation was performed based on the gamma

energy. Two gammas were considered the radial and azimuthal projections of the

same shower if their summed, as well as front and back, energies were similar.

The correlation procedure was performed twice to improve measurement of the �

energies.

4.3.7 Photon Timing

The TVCs (Section 3.2) were used to determine photon arrival times with

respect to the trigger. TVC pedestals were calculated somewhat di�erently than

those for the LAC ampli�ers (Section 4.3.1). While there was an online calibration
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Figure 4.4 An event from one EMLAC quadrant showing how the gammas
are correlated together. Dashed lines mark the locations of the
boundaries in the other view. Showers tagged with the same number
were correlated together.
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system [113, 114], pedestals for the 1991 data set were calculated o�ine. TVC

pedestals were based on energy deposited in the EMLAC. The ADC counts within

a timing window were collected and the peak of the resulting distribution was used

to represent the time of the trigger. The pedestal value was the di�erence from

34000 ADC counts, the nominal time of the trigger.

The sampling window was established by examining the distribution of TVCs

for the EMLAC in ADC counts. A sample of this spectrum from an 800 GeV

run is shown in Figure 4.5. The smaller the number of ADC counts, the later the

photon arrived with respect to the trigger5. Two distinct features appear in the

time spectrum. The large peak centered on 34000 ADC counts represents those

photons which arrived in time with the trigger. The smaller peaks near 6000 ADC

counts are noise that occurs when the TVC circuit is triggered by the action of the

before gate. The window for pedestals determination was 24000 to 44000 ADC

counts.

TVCs were adjusted during unpacking for pedestals, gains, and energy slewing.

The TVCs are e�cient in all views. A set of e�ciency plots for R and � views

are shown in Figure 4.6. In both views the turn-on occurs at � 4 GeV with a full

e�ciency of � 95% by 8 GeV. A minimum requirement of 4 GeV was enforced

within the unpacker for each group of four LAC strips to ensure TVCs �red by

low energy noise were excluded from consideration in the determination of the

photon's time.

Photon times were based on the TVC value that occurred most often. In

case of a tie, the time of the TVC group with the highest energy was chosen.

5 The TVCs began accumulating voltage when the energy in the strips went
above threshold. The voltage level was sampled once the before was issued.
This signal was delayed by � 800 ns from the trigger.
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Figure 4.5 Pedestal corrected TVC distribution in ADC counts for groups of four
LAC strips. There is a minimum requirement of 4 GeV on the total
energy of the four strips. The peaks at low ADC counts represent
electronic jitter due to the before gate.
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Figure 4.6 Raw TVC e�ciency for groups of four LAC strips. Both master and
slave values were used in these plots and the noise due to the before
gate has been excluded.
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Masters and slaves carried equal weight for the purpose of �nding a time. Times

were calculated in nanoseconds with an in-time value of zero ns. The time axis

was reversed so that positive times were late (following the trigger) and negative

times early (prior to the trigger). The conversion from counts to nanoseconds was

0:0229 ns/count.

The trigger system stored timing information about beam{target interactions.

This data was used to examine the ability of the TVCs to distinguish between

photons coming from di�erent interactions in a single event record. The

reconstructed times for �0's with p
T
> 3 GeV/c is shown in Figure 4.7 for a rare but

illustrative con�guration (< 2% of all events) of beam{target interactions. Here

the interaction that triggered the DAQ is followed by another one approximately

38 ns later. The times associated with reconstructed �0's for these events clearly

show the di�erent interactions.

The general ability of the TVCs to distinguish between di�erent buckets can

be better examined by overlaying �0 times from events with similar con�gurations.

Each event in Figure 4.8 was required to have an in-time interaction (bucket 8)

and one interaction in another bucket (5{13 only). Each of the overlays has

been peak normalized to the in-time signal to see the resolution smearing of the

TVCs away from in-time. The peak representing the case when there was only

one interaction (the in-time bucket) has been hatched for reference. This peak

shape is present in each of the displayed con�gurations as each event requires (by

de�nition) an interaction in the in-time bucket. While it is clear the TVCs can

distinguish between buckets, their resolution is not �ne enough to be able to easily

discriminate between interactions at the single bucket level in the general analysis.

TVC resolution is su�cient to distinguish between interactions at the two bucket

level and was therefore used extensively in studies of the trigger system.
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Figure 4.8 The time of �0's having p
T
> 3 GeV/c for speci�c con�gurations of

beam{target interactions. Each con�guration requires an interaction
in-time (beam bucket 8) and one and only one interaction in buckets
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The peak representing the case when there was only one recorded
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4.4 Event Database

Reconstructed tracks, showers, etc., were written in ZEBRA format to Data

Summary Tapes (DSTs). These were event based �les, organized by run number,

which allowed for higher level analysis by comparing reconstructed information

from di�erent spectrometer elements. More precise detector calibrations were

determined and applied to the data at this level. Also, the DSTs allowed for better

particle identi�cation; for example, electrons could be identi�ed by correlating

charged tracks with EMLAC showers.

Events were organized into object-based databases (NTUPLEs) using HBOOK [115].

The NTUPLE code was capable of creating NTUPLEs for the following event classes:

one-photon (direct photon), two-photon (�0, �), three-photon (!), two-photon

plus one-charged-track (��), two-photon plus two-charged-track (�, !), two-arm

(�0�0, �0�, ��, �0, �, , �0��, ��), two-electron (J/ , Drell Yan), one-

electron (converted photons), one-photon plus two-electrons (�0, �), four-electron

(�0), strange (K0
S, ��), and jet (�0j, j). These NTUPLEs were the principle

structures used for the calibration and cross-section analyses.

4.5 Particle Zoo

The invariant mass distribution of photon pairs reconstructed in the Meson

West spectrometer is displayed in Figure 4.9 (top). Peaks in this distribution

represent the decays of �0 and � mesons. Several criteria were used to select these

photon pairs:

� Each photon was reconstructed within the �ducial volume of the

detector (Section 7.5);

� Each photon deposited at least 20% of its energy within the front

section of the calorimeter;
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Figure 4.9 Mesons that decay into photons. Signals are reconstructed with
combinations of converted (ZMP) and non-converted photons.



Particle Zoo 93

� Each photon in the pair was reconstructed in the same octant;

� Each pair was associated with a valid trigger;

� A minimum p
T

was required for the pair;

� An energy asymmetry cut was applied to the pair.

The �ducial volume requirement ensures the photons are reconstructed a su�cient

distance from the EMLAC boundaries to avoid anomalous energy losses. The

EFRONT=ETOTAL requirement biases against hadronic showers. Requiring the two

photons be reconstructed within the same triggered octant reduces trigger and

reconstruction biases. The combinatorial background is reduced by the minimum

p
T

requirement and by the cut on energy asymmetry. The asymmetry is de�ned

as

A =
jE1 � E2j
E1 + E2

; (4:4)

where E1 and E2 represent the photon energies. Requiring a maximum energy

asymmetry reduces the combinatorial background due to several low energy

photons paired with a single high energy photon.

The invariant mass distribution for combinations of three photons is displayed

in the inset of Figure 4.9 (top). All three photons were reconstructed in the same

octant; two of the photons were consistent with a �0 decay. The above criteria were

required to be satis�ed with an additional requirement that the �0 asymmetry

be less than 0.6. The peak in this spectrum is due to the decay of the ! meson.

The invariant mass distribution for combinations of photon pairs (consistent

with �0 decays) and single charged tracks (assumed to be charged pions) is shown

in the top of Figure 4.10. These peaks are due to charged � decays. The lower

left plot in the �gure contains the invariant mass distribution for two oppositely
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Figure 4.10 Reconstructed mesons that decay into pions.
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charged tracks (assuming both to be pions) in the K0
S mass region. Finally, the

invariant mass distribution for �0�+�� combinations is shown in the lower right

of Figure 4.10. The peaks represent the decays of the � and ! mesons.

A photon passing through material can convert into an electron{positron pair

if its energy is greater than the two{electron mass threshold. For photons with

energies greater than 1 GeV, the probability, P, for pair creation is approximately

constant with energy and is given by [116, 117]

P = 1� e�7x=9; (4:5)

where x is the thickness of the material in radiation lengths. The primary source

of photons in our data are the electromagnetic decays of �0 and � mesons, and

these photons are the principle source of electron-positron pairs. Most of these

conversions take place within the target material upstream of the magnet. The

electron{positron pair has an invariant mass of � 2me (Figure 4.11); converted

photons are referred to as Zero Mass Pairs (ZMPs).

The ZMP opening angle is approximately 2me=E which, for a 10 GeV photon,

is approximately 0.1 mrad. This is comparable to the angular resolution of the

SSDs (Section 2.3.1) and so many ZMPs are reconstructed as a single track

upstream of the magnet. When the electron{positron pair passes through the

magnet the particles diverge as the magnetic �eld bends them in the X direction.

The ZMP is therefore frequently reconstructed downstream of the magnet as two

separate tracks in the X, U, and V views, and as one track in the Y view. This

provides the basis for a geometrical de�nition of the ZMP.

ZMP selection was based upon the following geometrical characteristics:

� Oppositely charged tracks;
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Figure 4.11 The invariant mass of all matched ZMPs in the combined data sample.
The mass is determined from tracking information only.
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� Both tracks had similar slopes in the Z{Y projection plane;

� Both tracks intersected near the center of the magnet in the Z{X

projection plane.

During reconstruction, the candidate ZMP electron tracks were agged in order

to readily identify these events during the data analysis. After the selection of a

pair of oppositely charged tracks, the following requirements were used to identify

ZMPs in the data:

�SY: Di�erence between the Z{Y slopes of the two tracks less than 3 mrad

(Figure 4.12);

ZXI: Z{X intersection point between 188 and 208 cm (Figure 4.13);6

�R: Distance between the projected track position at the front face of the

EMLAC and the closest shower position less than 2 cm, speci�cally

�R =
p

(Xtrack � Xshower)2 + (Ytrack � Yshower)2 < 2 cm.

The �SY distribution for all oppositely charged tracks is shown in Fig-

ure 4.12a. The ZMP signal becomes even more pronounced with the additional

imposition of the ZXI cut (Figure 4.12b). If we also require at least one ZMP track

to match with an EMLAC shower having EFRONT=ETOTAL > 0:5 (Figure 7.9),

then the signal becomes even cleaner as seen in Figure 4.12c. Requiring both ZMP

tracks match provides the cleanest signal (Figure 4.12d). Similarly, the e�ects of

these cuts on the ZXI distribution are shown in Figure 4.13. The cleanest signal

is when we apply the �SY cut to the doubly matched oppositely charged tracks

as shown in Figure 4.13d.

6 The center of the magnet was at Z=197.3 (197.7) cm in 1990 (1991).
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Figure 4.12 �SY distributions for the 1991 �� sample. The e�ect for the various
cuts on the �SY distribution: a) all oppositely charged tracks; b)
188 < ZXI < 208 cm; c) at least one ZMP track matched with a
shower having EFRONT=ETOTAL > 0:5; d) both ZMP tracks matched
with showers. Each plot contains the requirements of the previous
one.
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Figure 4.13 Z{X intersection distributions for the 1991 �� sample. The e�ect for
the various cuts on the ZXI distributions: a) all oppositely charged
tracks; b) j�SYj < 3 mrad; c) at least one ZMP track matched with a
shower having EFRONT=ETOTAL > 0:5; d) both ZMP tracks matched
with showers. Each plot contains the requirements of the previous
one.
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We can reconstruct �0 and � signals (Figure 4.9) by combining ZMPs and

photons. Here, the four-vectors for the ZMP are obtained from the tracking

system while calorimeter information is used for the photon. For this signal, there

is no trigger requirement in the photon's octant, and the minimum p
T

is taken as

low as 0.8 GeV/c. We can also reconstruct �0 signals by combining ZMP pairs

(Figure 4.9).



Chapter 5 Detector Simulation

The Meson West spectrometer was simulated to study its response in a

controlled environment [118, 119]. Simulations were used for numerous purposes

including studying geometrical acceptance (Section 7.5), reconstructor biases and

e�ciencies (Section 5.1.4), and calculating background contributions to direct-

photon production (Section 5.2.3).

Three Monte Carlo implementations were used to simulate the response of

the spectrometer. The �rst employed a standard physics event generator and

a detailed spectrometer model (Section 5.1). This Monte Carlo simulation was

used for detailed studies. The second employed parameterizations of physics cross

sections and detector responses (Section 5.2). It was used for studies that required

large statistics. The third was a simple ray trace used to determine the �ducial

acceptance of the EMLAC (Section 7.5).

5.1 Full Monte Carlo

5.1.1 Event Generator

The full Monte Carlo used two standard physics generators: HERWIG [120]

and PYTHIA [121]. Photon and track multiplicities for the two generators are

compared to the data in Figures 5.1 and 5.2. Based on these comparisons, HERWIG

was chosen as the principal event generator. Potential biases in the physics

generator were studied using reconstructed data events as an input to the detector

simulation [119].

101
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2 3 4 5 6 7
Photon Multiplicity per π0 Octant

π−Be at 515 GeV/c
π0 pT>3.5 GeV/c

Data
HERWIG
PYTHIA

0 5 10 15 20 25 30
Track Multiplicity per Event

Figure 5.1 Comparison between the number of reconstructed photons in the
triggering octant (top) and the total number of reconstructed tracks
(bottom) in PYTHIA, HERWIG, and the data for events containing �0's
with p

T
> 3:5 GeV/c.
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Figure 5.2 A comparison of the shapes of data (�) and the HERWIG (histogram)
photon multiplicity distributions binned in rapidity for two choices
of p

T
. This is from the 800 GeV/c proton beam sample.
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Filter
Speci�ed p

T
Requirement

Particles (GeV/c)

1 �0 p
T

MIN

2
, e�, �0, K0

S, K0
L, �, !, �0, n

p
T

MIN � 0:5

20 p
T

MIN � 1:0y

3 , e�, �0, K0
S p

T

MIN

4
�

p
T

MIN

40 p
T

MINy

5 ! p
T

MIN

6 �� p
T

MIN

y These �lters have a HERWIG hard-scatter p
T

requirement of p
T

MIN � 0:5 [119].

Table 5.1 Monte Carlo �lters with their particle requirements. Also listed are
the particle p

T
requirements with respect to p

T

MIN.

5.1.2 Event Selection

Substantial computational resources are required to generate high statistics

samples of the rare useful events. Consequently, special routines, called �lters,

were implemented to reject uninteresting events at an early stage in the

processing [119]. Filters required speci�c particles with p
T

above a speci�ed

threshold, p
T

MIN. There were six �lters used in this analysis (Table 5.1). Filters 1,

4, 5, and 6 were simplistic; they required a high-p
T

particle in the event. Filter 3

was more complicated; multiple particles could potentially deposit energy in the

EMLAC. Filter 2 was the most complex; it operated in two stages. The �rst

stage was similar to Filter 3; it required speci�c particles with p
T
> p

T

MIN � 0:5.

The second stage projected all generated photons and electrons to the EMLAC

and calculated nominal sums-of-eight (Section 3.1.2). The �lter was satis�ed

if any overlapping sum-of-sixteen was greater than p
T

MIN, or if any triggering

particle satis�ed p
T
> p

T

MIN, or if the total p
T

from photons and electrons in the
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triggering quadrant was greater than p
T

MIN. Monte Carlo statistics by �lter type

are presented in Tables 5.2, 5.3, and 5.4.

5.1.3 Detector Simulation

GEANT [122] is a software package that simulates the passage of elementary

particles through matter. The simulation includes all essential physics processes

involved in electromagnetic shower development. GEANT provides a data base

of standard geometrical shapes and materials used to model a wide variety of

detectors. The Meson West spectrometer was extensively modeled [118, 119, 79]

using this package.

Our understanding of direct-photon backgrounds depends critically upon the

proper simulation of electromagnetic shower development. Typically, showers are

developed (via bremsstrahlung and pair production processes) until the resulting

particles reach the energy at which dissipative processes (e.g. ionization and

excitation) become dominant. Once this cut-o� energy is reached, GEANT stops

tracking the particle and deposits the particle's energy. Comparisons between

the Monte Carlo and the data for a sample of high quality single electrons gave

adequate agreement for an energy cut-o� of 1 MeV [118].

Every particle is tracked independently in GEANT, so this can be a very

slow process. The Monte Carlo simulation was sped up (by a factor of 5) by

increasing the energy cuto� to 10 MeV. This change resulted in a 50% loss in the

deposited energy. The loss was accounted for using a special parameterization of

the shower development [118] applied during the digitization process [119]. This

shower parameterization was speci�cally designed to properly reproduce both the

longitudinal and transverse shower shapes.
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Table 5.2 Full Monte Carlo statistics (in thousands of events). This Monte
Carlo was intended to generate �0 and � events using the HERWIG event
generator. No direct-photon events are included in these samples.
Numbers in parenthesis represent full Monte Carlo events generated
with the 1990 beam and target con�guration that were processed by
the appropriate 1991 preprocessor.



Full Monte Carlo 107

p
T

MIN 1990 515 GeV �� 1991 515 GeV �� 1991 530 GeV p 1991 800 GeV p

3.00 440 (439) (453) 347

3.50 - - - 437

5.00 203 (206) (203) 210

7.00 91 (78) (90) 83

8.50 10 (10) (10) 48

Table 5.3 Full Monte Carlo statistics (in thousands of events). This Monte
Carlo was intended to generate direct-photon events using the HERWIG
event generator. All events were produced with �lters 2 or 20.
Numbers in parenthesis represent full Monte Carlo events generated
with the 1990 beam and target con�guration that were processed by
the appropriate 1991 preprocessor.

p
T

MIN Trigger Class �0 � two arm

2.50 two gamma - - 44

3.00 local low 301 84 -

3.50 local high 723 171 -

Table 5.4 Full Monte Carlo statistics (in thousands of events). This Monte Carlo was
intended to generate either �0 and � events using reconstructed data events as
an input to the full Monte Carlo. Only events from the 1990 run were utilized
for this purpose.
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Shape comparisons between the Monte Carlo simulation and the data for

ER � E� and the fraction of energy deposited in the front section of the

EMLAC, EFRONT=ETOTAL, are presented in Figures 5.3 and 5.4. The Monte

Carlo simulation agrees well with the data for these distributions indicating the

simulation properly treats shower development in the EMLAC. There is good

agreement in the results of the shower shape �t (Section 4.3.5) to both Monte

Carlo and data photons (Figure 5.5) further indicating photons are reasonably

simulated in the EMLAC. A comparison between the data and the full Monte

Carlo for the reconstructed mass of photon pairs in the �0 and � mass regions is

shown in Figure 5.6. The full Monte Carlo reproduces both the signal widths and

the combinatorial background level.

It was important to ensure the Monte Carlo faithfully reproduced real

detector e�ects. A preprocessor was used to convert GEANT information into

the hits and strip energies measured by various detectors. The preprocessor

also applied hardware e�ects, such as channel noise and gains, to the generated

events. Monte Carlo events were written to tape, processed through the same

reconstruction software used in the data analysis, formed into DSTs, and processed

into NTUPLEs. This allowed us to account for ine�ciencies and biases in the

reconstruction algorithms (Section 5.1.4). That the Monte Carlo simulation

accurately describes the losses of very low-energy photons can be seen in Figure 5.7

which shows a comparison between the Monte Carlo and the data for the �0 energy

asymmetry.

Rather than employ the Monte Carlo \predictions" of p
T

and rapidity spectra

for our studies, the �0, �, and direct-photon spectra were weighted to the data

results in an iterative fashion so that �nal corrections were based on the data

distributions rather than on the choice of a physics generator [119].
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Figure 5.3 A shape comparison of photon ER � E� distributions in eight
photon energy bins between the data (�) and the full Monte Carlo
(histogram). This is from the 800 GeV/c proton beam sample for
events containing �0's with p

T
> 3:5 GeV/c.
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Figure 5.4 A shape comparison of the photon EFRONT=ETOTAL distributions in
nine photon energy bins between the data (�) and the full Monte
Carlo (histogram). This is from the 530 GeV/c proton beam sample
for events containing �0's with p

T
> 3:5 GeV/c.
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Figure 5.5 A shape comparison of the photon radial view shower energy �2

distributions in six photon energy bins between the data (�) and the
full Monte Carlo (histogram). This is from the 515 GeV/c �� beam
sample for events containing �0's with p

T
> 3:5 GeV/c.
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γγ Mass (GeV/c2)

pT>5.5 GeV/c

Figure 5.6 Comparison between data (�) and the full Monte Carlo (histogram)
from the 530 GeV/c proton beam sample for  combinations in the
�0 and � mass regions.
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Figure 5.7 Comparison of the �0 energy asymmetry distribution in data (�)
and the full Monte Carlo (histogram) for the 800 GeV/c proton
beam sample. Shown are the comparisons for two p

T
intervals,

4:0 < p
T
< 5:5 GeV/c and 5:5 < p

T
< 7:0 GeV/c.
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5.1.4 Reconstruction E�ciencies

The full Monte Carlo was used to evaluate the probability for reconstructing

�0's, �'s, and direct photons. The reconstruction e�ciency [119, 79] was

determined using the the HERWIG event generator and GEANT Monte Carlo

simulation of the detector. The e�ciency was de�ned as the number of objects

reconstructed (photons, �0's, or �'s) per number generated. Functions were

produced as surfaces in p
T

and rapidity (Figures 5.8, 5.9, and 5.10).

The e�ciency also included corrections for the trigger probability cut

(Section 7.3) and the EFRONT=ETOTAL cut (Section 7.4).

5.2 Parameterized Monte Carlo

The full Monte Carlo simulation of the Meson West spectrometer was very

complex and produced events relatively slowly. A simpler, faster, Monte Carlo

simulation was implemented to gain additional insights into the energy response

of the EMLAC, the backgrounds to direct-photon production, and the structure

of two armed events. This Monte Carlo simulation employed parameterizations of

the production cross sections, spectrometer acceptance, and detector resolutions

and e�ciencies.

5.2.1 Generator

Parameterizations of the measured cross sections were used as an input

to the Monte Carlo. The inclusive �0 and direct-photon cross sections were

parameterized as two dimensional surfaces in p
T

and rapidity (Figure 5.11) [119].

The �, !, and �0 cross sections were parameterized using the �=�0 [119, 72], !=�0

[112, 123], and �0=� [124, 125] ratios. The fraction �=�0 is presented in Figure 5.12.

The fraction !=�0 was assumed to be 1.0 for all samples; �0=� was assumed to

be 1.7.
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Figure 5.8 Probability for reconstructing direct photons with the two gamma
trigger as a function of the photon's p

T
and rapidity. This was taken

from the 515 GeV/c �� full Monte Carlo (1991 con�guration).
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Figure 5.9 Probability for reconstructing �0's with the two gamma trigger as
a function of the �0's p

T
and rapidity. The rise at low-p

T
(backwards

rapidity) is due to the trigger turn-on, the dip at high p
T

(forwards
rapidity) is due to the coalescence of the two decay photons. This was
taken from the 515 GeV/c �� full Monte Carlo (1991 con�guration).



Parameterized Monte Carlo 117

3
4

5
6

7
8

9
10

-0.8
-0.6

-0.4
-0.2

0.0
0.2

0.4
0.6

0.8

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

p
T  (GeV/c)

Rapidity

R
ec

on
st

ru
ct

io
n 

P
ro

ba
bi

lit
y

Figure 5.10 Probability for reconstructing �'s with the two gamma trigger as a
function of the �'s p

T
and rapidity. The rise at low-p

T
is due to the

trigger turn-on. This was taken from the 515 GeV/c �� full Monte
Carlo (1991 con�guration).
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Figure 5.11 The �0 cross section versus p
T

and rapidity from the 530 GeV/c proton
beam sample. The parameterization is overlayed on the data.
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Figure 5.12 Measured ratio for the production of �'s with respect to �0's as a
function of p

T
for the three major samples considered in this analysis.

The line represents a simple at line �t to the data.
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The cross sections for �0�0, �0, and  production were parameterized as

functions of the mass of the pair. A Gaussian kT was applied in order to achieve

proper agreement with Q
T
, ��, and pOUT distributions. An additional Gaussian

accounted for smearing due to the fragmentation process. Pairs containing �,

!, and �0 mesons were produced using the values described above. Figure 5.13

displays the comparison between data and the parameterized Monte Carlo for

�0�0 production as a function of several interesting variables.

5.2.2 Detector Simulation

Generated mesons were decayed into �nal state particles1 (Table 5.5); photons

were smeared for energy (Figure 5.14 and Section 6.5.4) and position (Section 6.3)

resolution. A vertex was generated in the simulated target for every event

(Table 5.6). Photons were allowed to convert into e+e� pairs; the energy of

the resulting electrons was reduced using the GEANT function for bremsstrahlung

radiation. Electron four-vectors were smeared for multiple scattering in the target

and the resolution of the tracking system (Equation 4.1) [126, 84] and adjusted

for the action of the magnet [87]. Figure 5.15 displays a comparison between the

parameterized Monte Carlo and the data in the �0 and � mass regions and for

the �0 energy asymmetry. The parameterized Monte Carlo provides a reasonable

characterization of the data. This Monte Carlo reproduced the widths of the �0

and � reconstructed as both  and as e+e� (Figure 5.16). The ! width was

also reproduced in its �0 decay mode. Additionally, the observed shift in the

mean mass of the e+e� system (Section 6.6.1) was reproduced.

1 Particles were produced according to inclusive spectra. Therefore, for
example, �0's from ! decays (Table 5.5) are already included in the generated �0

sample. These particles (e.g., �0's from � or ! decays) were treated as \ghosts"
to avoid double counting.



Parameterized Monte Carlo 121

5 10 15
Mass (GeV/c2)

120 140 160 180
∆φ (degrees)

-2 0 2
pOUT (GeV/c)

0 1 2 3 4
QT (GeV/c)

Figure 5.13 Comparison between data (�) and the parameterized Monte Carlo
(curve) for distributions in mass, ��, pOUT, and Q

T
for �0 pairs from

the 515 GeV/c �� beam sample.
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Decay Branching Ratio

�0 �!  0.98798

�0 �! e+e� 0.01198

� �!  0.3921

! �! �0 0.085

�0 �!  0.0211

�0 �! � 0.302

�0 �! ! 0.0301

Table 5.5 Particle decays and associated branching ratios [10] simulated in the
parameterized Monte Carlo.

Beam
Target Target ZVERTEX Photon Conversion

Material Fraction (cm) Probability

H 0.03 -20.0 0.11

�� Be 0.82 -12.0 0.09

Cu 0.15 -16.0 0.18

H 0.13 -20.0 0.11

p Be 0.69 -9.5 0.08

Cu 0.18 -30.5 0.16

Table 5.6 Target con�guration in the parameterized Monte Carlo. The vertex
was generated at (0,0) cm in the X-Y plane. The front face of the
EMLAC was at (0,0,900) cm.

5.2.3 Direct Photon Background Calculation

The full Monte Carlo was used to estimate background contributions to single

inclusive direct-photon production. Since there were insu�cient statistics to use

these Monte Carlo samples for �0 and  backgrounds, the parameterized Monte

Carlo was used instead. This Monte Carlo estimated background contributions to

direct-photon production due to mesons which decayed into photons (Table 5.5).
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Figure 5.17 Probability for an electron to be reconstructed in the EMLAC as a
function of the electron's reconstructed momentum. This function
was extracted from a sample of e+e� pairs in the 515 GeV/c ��

data.

Photons were compared against a list of criteria developed from a detailed

understanding of the analysis and studies of the full Monte Carlo [119].

For example, consider a �0 that decays into two photons. If one photon

converts into an e+e� pair in the material upstream of the EMLAC (Table 5.6),

or doesn't shower within the �ducial volume of the EMLAC (Section 7.5), or

isn't reconstructed (Figure 5.17), then the remaining photon contributes to the

direct-photon background. Also, some fraction of the time, for high-p
T
, forward

rapidity �0's, the two photons will be indistinguishable from a single photon

(Figure 5.18). Additionally, photons showering in di�erent octants both contribute

to the background (Section 4.5). Finally, if the �0 decays with A > 0:75

(Section 7.6) then both photons contribute to the background (Figure 5.19).
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Figure 5.18 Probability that the two photons from a �0 decay are reconstructed
as a single photon. This function was extracted from the full Monte
Carlo for the 515 GeV/c �� beam sample.
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T
. This was extracted
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Similar considerations apply for background contributions from other mesons

(Figure 5.20).

Additionally, the impact of K0
L �! �0�0 (which has a displaced vertex) and

contributions from �� were added to the overall background via simple weighting

functions.

Background photons have a di�erent event structure than direct photons; the

response of the EMLAC to the two classes of photons also di�ers. For example, the

energy response (Section 6.8.2) and the probability a photon passes the required

cuts (Section 7.6 and Figure 5.21) are a�ected. Figure 5.22 shows a comparison

between the fraction of background photons determined by the parameterized

Monte Carlo for a single inclusive direct-photon sample, and the background

fraction extracted from the full Monte Carlo. The good agreement indicates the

parameterized Monte Carlo is successfully reproducing the background.

5.2.4 Spectral Unsmearing

The EMLAC resolution (Figure 5.14) smears the reconstructed photon

energies relative to their actual (generated) values. The resolution function is

approximately symmetric so that an approximately equal number of photons are

smeared to lower and higher energy when binned as a function of reconstructed

energy. However, since the cross sections are steeply falling functions of p
T
, the

lower energy photons (which have a higher cross section) which are reconstructed

with higher energy due to smearing are a more signi�cant factor in the higher

energy bins (where the cross section is lower) while higher energy photons which

have a smaller reconstructed energy due to smearing tend to have a negligible e�ect

upon lower energy bins. This leads to a net shift in the p
T

spectrum (Figure 5.23)

when binned in reconstructed p
T

bins. Similarly, the mean measured meson masses
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Figure 5.23 Illustration showing the e�ect of energy resolution on a steeply falling
p
T

spectrum. For any given reconstructed p
T

bin, there are more
contributions from bins with lower generated p

T
than from bins with

higher generated p
T
, leading to a net shift in the p

T
spectrum.

will be slightly higher than the generated values. Since these masses are used to

calibrate the energy response of the calorimeter (Section 6.4.2), the net e�ect

will be to reduce the reconstructed photon energies below the generated values

(Figure 5.24).

The Monte Carlo simulations were used to correct for these smearing

e�ects. For the single arm inclusive measurements, the reconstruction e�ciencies

(Section 5.1.4) were binned in reconstructed p
T

and rapidity so that the data

was unsmeared bin-by-bin. The parameterized Monte Carlo was used to evaluate

unsmearing functions for the two armed measurements. These cross sections were

unsmeared as functions of the mass of the pair.
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Chapter 6 Energy Scale Calibration

6.1 Introduction

The measurement of the energy response of the electromagnetic calorimeter

was an important part of the E706 physics analysis. The energy scale calibration

was intended to deal with systematic e�ects due to four potential sources:

the physical detector, the data acquisition system, the simulated detector, and

the reconstruction package. This calibration was di�cult to accomplish as

it was sensitive to almost every aspect of the experiment. Because of this

complexity, most of the energy scale calibration was performed following full

event reconstruction. Systematic e�ects were then identi�ed and eliminated as

necessary.

The cross sections measured by this experiment are sensitive to the calibration

of the EMLAC energy response. An incorrect energy scale a�ects both the

normalization and the shape of these cross sections. The energy scale is

particularly important in the determination of the inclusive di�erential cross

sections since these cross sections are rapidly falling functions of p
T

(Figure 6.1).

For example, a relative uncertainty of 1% in the energy scale results in a systematic

error of 9% at p
T

= 4 GeV/c in the measurement of the �0 di�erential cross section

(Figure 6.2). It is therefore critically important to obtain a self consistent energy

scale. For this purpose, we examine electrons from converted photons and J= 

decays, and photons from �0, �, and ! decays.

135
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Run
Majority Beam Beam Momentum before/after Run Number

Particle (GeV/c) (ns) Range

1988 p/�� 500 640 1672|3036

1990 �� 515
400 7523|7907

790 7908|9434

p 800 12163|13648y

p 530 13717|14302

1991 �� 515 840 14303|14451

p 530 14452|14701

p 800 14702|14901
y The two gamma trigger was available for runs > 13599 (Section 3.1.5).

Table 6.1 Summary table listing the data sections used in the energy scale
analysis.

6.2 Samples

6.2.1 Data

The data analyzed in this chapter (Table 6.1) were recorded during the 1990

and 1991 �xed target runs. Aside from small improvements, the spectrometer did

not change between these two data runs. These data were analyzed separately.

The data energy scale analysis presented below is primarily concerned with the

1991 data sample. A presentation of the energy scale devoted to the 1990 data

sample can be found in [105, 127]. A combined summary of the calibration of the

1990 and 1991 data samples can be found in [35]. The energy scale for the 1988

data has been discussed extensively elsewhere [59, 88].

Every data event considered for the energy scale analysis was required to have

a reconstructed vertex in the target region. Events were rejected if the veto-

walls signaled possible muon contamination [79]. Photons were required to be
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reconstructed in octants which �red one of the triggers. Most of this analysis

was concerned with data from only two of these triggers, the two gamma

(Section 3.1.5) and the single local high (Section 3.1.3). The p
T

cuts1 were,

respectively, p
T
> 3 GeV/c and p

T
> 5 GeV/c. These cuts were determined by

taking into account the e�ects of the trigger on the energy scale distributions. In

each case, the p
T

requirement was chosen to minimize any trigger e�ects. For the

! (Figure 6.18), a single local high trigger and p
T
> 5 GeV/c were required.

A cut on the energy asymmetry, A < 0:5 (Equation 4.4), was used to minimize

the sensitivity of the reconstructed mass to possible uncertainties in the energy

scale as a result of two photons with large energy di�erence being close together

(Figure 6.3). This requirement was placed on both data and Monte Carlo events.

For purposes of the energy scale calibration, ZMP cuts (Section 4.5) were

tightened where necessary to provide the cleanest signal (with reasonable

statistics) possible. Electron tracks were required to be linked, straw-X tracks that

matched within 1.5 cm with an EMLAC shower having EFRONT=ETOTAL > 0:4.

The ZMP mass was also required to be less than 5 MeV/c2 (Figure 4.11).

ZMP electrons can be combined with photons to reconstruct �0 and � signals

(Figure 4.9). Here, the ZMP four-vectors are obtained from the tracking system.

This is used to probe the single photon energy scale in the calorimeter and is used

for an additional linearity cross check. No trigger requirement was placed on the

photon's octant for this signal, and the minimum p
T

is taken as low as 0.8 GeV/c.

1 These are for the 1991 data analysis. Lower p
T

cuts were used for the 1990

data analysis: 2.0 and 3.5 GeV/c respectively.
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Figure 6.3 Two photon invariant mass spectrum with p
T
> 3 GeV/c from the

1991 data sample. The lower, dashed, curve represents  pairs with
energy asymmetry less than 0.5. The peaks are due to reconstructed
�0 and � mesons.

6.2.2 Full Monte Carlo

The energy response of the simulated EMLAC was studied in the same manner

as the energy response of the real detector. Three Monte Carlo samples were

considered in this analysis. The �rst consisted of QCD 2 ! 2 hard-scatter

events produced by the HERWIG event generator (Section 5.1.2). This was the

principle sample used in the Monte Carlo energy scale calibration. The second

sample consisted of HERWIG generated direct-photon events. The third sample

consisted of reconstructed data events processed through the GEANT spectrometer

simulation [119]. These latter two samples were only used for cross checks.

The cross sections for the production of photons and mesons are rapidly falling

functions of p
T

(Figure 6.1), so, a variety of p
T

thresholds [119] were used in
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the Monte Carlo event generation to populate the high-p
T

regions. While these

thresholds made it simpler to generate the statistics to perform other analyses

(e.g. reconstruction e�ciencies, direct-photon background subtractions), it made

it very di�cult to measure the energy response of the simulated EMLAC. Each

threshold had very limited statistics (Tables 5.2, 5.3, and 5.4) making it di�cult

to accurately measure distributions such as the �0 mass versus EMLAC radius.

Additionally, the samples were cut 0.5 GeV/c above p
T

MIN to avoid threshold

e�ects. This reduced statistics even further.

Monte Carlo spectra were weighted to the data results in an iterative fashion

so that �nal corrections were based on the data distributions rather than on the

choice of a physics generator [119]. The energy scale was dependent upon these

spectra2 and so it was important to apply the appropriate weighting functions

(HERWIG-to-Data surfaces) when calibrating the simulated calorimeter.

6.2.3 Parameterized Monte Carlo

A simple Monte Carlo was implemented to better study the e�ects of various

sources on the energy response of the detector (Section 5.2). Due to smearing

e�ects (Section 5.2.4), an energy scale was implemented for this Monte Carlo

equivalent to the data energy scale. This implementation was used to estimate

the impact on the cross sections of systematic uncertainties associated with the

calibration of the EMLAC energy response.

2 A simple rule of thumb is that the energy scale changes by 0.5% for every
factor of two change in slope versus p

T
.
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Particle World Average Mass Full Monte Carlo Mass

(MeV=c2) (MeV=c2)

�0 134:9764� 0:0006 134.973

� 547:45� 0:19 547.3

! 781:94� 0:12 782.0

K0
S 497:672� 0:031 497.67

J= 3096:88� 0:04 3096.93

Table 6.2 The masses of particles used in the energy scale calibrations.

6.2.4 Mass Reference

Masses were set/compared to their world averages [10] as listed in Table 6.2.

The masses for the particles used in the full Monte Carlo simulation were generated

with an older set of world averages [128]. The energy scale in the full Monte Carlo

was determined using these values rather than those used for the data. The

parameterized Monte Carlo used the world averages. Throughout most of this

document, the �0 and � masses are presented relative to their nominal values.

Thus a mass ratio of 1.0 indicates the mean meson mass was measured (using

a Gaussian �t with linear background) to be at its nominal value (according to

Table 6.2).

6.2.5 Momentum Scale

The momentum scale of the tracking system was calibrated using the decays

K0
S �! �+�� and J= �! �+��. The K0

S sample was reconstructed from pairs

of oppositely charged tracks originating in secondary vertices. Events containing

J= 's were selected by the E672 dimuon trigger [95], but the reconstructed

parameters of the tracks were evaluated using only information from the SSDs,

PWCs, and SDTs. Figures 6.4a and 6.4b show the K0
S and J= mass peaks
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respectively [129]. The reconstructed masses are within 0.1% of their accepted

values.

6.3 EMLAC Alignment

The EMLAC was aligned to the tracking system using the ZMP sample. The

EMLAC was independently aligned for the 1990 and 1991 data samples since the

EMLAC was moved between runs for calibration purposes. Certain ZMP criteria

were tightened as follows:

� j�SYj < 2:5 mrad;

� Z{X intersection point within 10 cm of the center of the magnet;

� P > 20 GeV/c;

� 0:6 < E=P < 1:4;

� Track{shower distance less than 1 cm;

� EFRONT=ETOTAL > 0:5;

� Electron shower was reconstructed within the EMLAC �ducial volume

but not within 2.5 cm of the inner/outer � boundary.

The same method was used to align the EMLAC to the tracking system

as was used for the 1988 data [130]. This involved a �2 minimization (using

MINUIT [131]) of the reconstructed shower positions of the ZMP electrons to their

position determined by projecting the tracks onto the EMLAC. The minimization

was performed in two steps; �rst the azimuthal rotation and Z-position of each

of the four quadrants was determined. These were �xed (with a single overall

Z-position for the EMLAC), and then the X and Y o�sets were determined for

each octant. Finally, each octant's alignment was cross checked to ensure there

were no physical overlaps. Additionally, the alignment was checked independently

for di�erent run regions. These cross checks gave consistent results.
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The position resolution for the EMLAC (Figure 6.5), using the ZMP electron

data, is

��R(E) =
1:65

E
+ 0:045 cm; (6:1)

where E is measured in GeV. Here the contribution to the resolution from the

tracking system has been removed in quadrature [129].

6.4 Energy Scale Methodology

A systematic study of the �0 and � masses in their  decay mode can be

used to set the energy scale since both particles are produced in large numbers

and are well distributed throughout the EMLAC. Once the scale is set, the high

quality electron sample is used to look for residual energy corrections. As a �nal

cross check, the ! meson, in the �0 decay mode, is examined. The agreement of

its mass with the world average provides an independent measure of the internal

consistency between the  and single photon energy scale.

The photon energies are corrected so that the  masses come to their nominal

values. The mass is given by

M2 = 2E1E2(1� cos �); (6:2)

where E1 and E2 are the energies of the photons reconstructed in the EMLAC

and � is the angle between them in the lab system. If two photons, such as those

from a high{p
T
�0, are close together, then the tails of their showers overlap, and

it is possible they will be reconstructed with compromised energies and positions.

Studies have shown that the sum energy of the two photons does not change [132],

but the mass calculated using the individual photon energies and positions is

modi�ed (Figure 6.6). This sensitivity could cause the two photon mass to exhibit
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di�erent characteristics (when measured as a function of p
T

or EMLAC radius, for

example) than corresponding measurements of a single photon's energy. For this

reason, one must take care that the corrections evaluated using the meson masses

do not compromise the energy measurement; thus, well-separated showers are

required during evaluation of the energy scale corrections. The average separation

of photons from �0 decays decreases as the �0 p
T

increases; therefore samples

containing low-p
T
�0's are used to measure most of the corrections.

6.4.1 Photons and Electrons

Since E706 has an excellent tracking system, it should be possible to calibrate

the response of the electromagnetic calorimeter using electrons. In this case we

would adjust the reconstructed energy of showers in the calorimeter to match the

momenta measured in the tracking system. This method was used for the analysis

of the 1988 data and an uncertainty of 0.9% in the energy scale was inferred [59,

88]. Unfortunately, this method also has its shortcomings. To begin with, the

shower shapes for electrons and photons are di�erent (electron initiated showers

being broader than corresponding photon initiated showers). The electromagnetic

reconstruction was speci�cally tuned to measure the energy of photon induced

showers. The reconstructed energies of electron induced showers are not as well

determined and are systematically low for the lower energy electrons where the

tracking system momentum measurements dominate (Figure 6.25). This di�erence

between electron and photon induced showers is exacerbated by the energy lost

in the materials upstream of the active layers of the electromagnetic calorimeter

(Section 6.5.4). A di�erential between electrons and the photons in terms of the

e�ects of the energy loss correction on the reconstructed radial dependence of the

detector (Section 6.5.5) can lead to relatively large changes in the inclusive cross

sections measured as functions of rapidity.
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Figure 6.6 The top plot shows a comparison of reconstructed �0 mass as a
function of the separation between the two photons from the �0 decay
in the data (�) and the full Monte Carlo (�) for the 1990 �� sample
with p

T
> 3:5 GeV/c. The bottom plot shows the comparison of the

mean reconstructed to generated �0 energy in the full Monte Carlo
versus the separation in the EMLAC between the photons from the
�0 decay.
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Electrons are deected in the X direction by the dipole magnet. This means

they do not have the same spectrum as photons; additionally, the spectrum is

di�erent in X than it is in Y (the natural EMLAC variables being R and �). This

means the average distribution of showers in the detector as a function of energy is

di�erent for photons than for electrons and it di�ers from octant-to-octant. Any

position dependent corrections will be somewhat biased when calculated using

electrons and applied to photons. The e�ects of this spectral di�erence can be

removed by unfolding the electron distribution, though this was not done for the

1988 data.

One of the major cross checks on the energy scale, when determined using

electrons as it was for the 1988 data sample, is that the reconstructed �0 mass

is measured to be at its nominal value when one of the photons of that �0

converted in the target materials into an e+e� pair. This cross check probes

the applicability of the energy scale to the photon when it was determined using

the electrons. As described below (Section 6.6.1), electrons lose energy in the

target due to bremsstrahlung radiation (Figure 6.22). This energy is lost prior to

the momentum measurement, and so the electron's energy and momentum still

correspond to each other. However, the average e+e� mass will be lower than

its nominal value (Figure 6.20). The photon energy is still a decent probe for

checking the relative energy scale, but the e+e� is not adequate to check the

absolute scale.

None of these e�ects are large, so electrons provide a valuable cross check

for the energy scale calibration. However, the goal for the 1990 and 1991 data

samples is to achieve an order 0.5% energy scale uncertainty. Given the size of

these biases, we chose to use the �0 and � in their  decay mode to measure

the energy response of the electromagnetic calorimeter for the 1990 and 1991 data

samples rather than using ZMP electrons as was done for the 1988 data sample.
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6.4.2 Full Monte Carlo

There is, of course, more information about the photons available from GEANT

than from the raw data. In particular, the actual energy of the generated photon

is accessible. This gives the Monte Carlo a unique leverage with respect to

measuring the calorimeter's energy response. Here, however, another di�culty

comes to fore. As the interesting cross sections are steeply falling functions of

p
T
, small uncertainties in the energy determination can have large e�ects on the

measured results. One such uncertainty comes from the intrinsic energy resolution

of the EMLAC (Figure 5.14). This means the smeared energies, will not, bin by

bin, agree with the generated energies (Section 5.2.4). One might imagine the

energy scale prescription in this case would involve setting the smeared energies

equivalent to the generated values. This is inappropriate since the data energy

scale must be calibrated with the smeared energies3. Instead, to achieve parity,

the Monte Carlo energy scale is measured in exactly the same way as the data|

using the reconstructed masses of the �0 and � mesons and ignoring the generated

information.

6.5 Data Energy Corrections

6.5.1 Initial Scale and Time Dependence

The factor for converting ampli�er voltage (ADC counts) to energy was

measured using electron beams incident upon the EMLAC [75]. This factor

was applied during the initial unpacking prior to the reconstruction phase

(Section 4.3.1).

3 The unsmearing calculation is included either in the reconstruction e�ciencies
(Section 5.1.4) or as a separate correction (Section 5.2.4) rather than in the energy
scale.
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Figure 6.7 Uncalibrated relative values for the reconstructed masses of the �0

and � signals as a function of beam days during the 1990 and 1991
runs. The triangles represent the EMLAC response to 50 GeV/c
incident electron beams. Both the �0 and � signals were reconstructed
with p

T
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A distinct dependence of the EMLAC energy response on time was observed.

Figure 6.7 is plotted as a function of beam days, where a beam day signi�es a day

upon which beam was delivered to the experiment. The long shutdown between

the 1990 and 1991 �xed target runs and the shorter shutdowns representing

accelerator down-times do not appear in the plot. This dependence is discussed

in more detail elsewhere [105, 35]. The time dependence was corrected prior to

the reconstruction to allow consistent thresholds throughout the reconstruction

(Section 4.3). Residuals to the smooth function used in the correction were

removed as the �rst stage in the energy scale calibration.

6.5.2 Octant-to-Octant

A correction was implemented to account for the observed octant dependence

of the mean calorimeter response (Figure 6.8). These variations in the energy scale

are attributed to di�erences in the construction and operation of each octant (such

as di�erent lead thicknesses, readout electronics, high voltage variations, etc) and

reconstruction biases (the left/right ordering, etc). The correction was determined

using the low-p
T
�0 sample. To avoid any radial e�ects (Section 6.5.5), the �0's

were taken from the outside of the detector.

6.5.3 Inner/Outer � Boundary

The reconstructor forms gammas independently in R and � and correlates

them together by shape and energy to form photons (Section 4.3.5). Since the

energies of the � gammas are over-corrected relative to the R gammas near the

inner/outer � boundary (as can be seen in Figure 6.9), in this region the photon

energy is taken to be twice the R gamma energy rather than the sum of R and �

gamma energies.
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Figure 6.8 The ratio of the reconstructed �0 mass to its nominal value as a
function of octant number in the 1991 data sample.
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6.5.4 Correction for Material Energy Loss

A correction was made to account for the energy lost due to showering in

the 2.8 radiation lengths of material upstream of the �rst active layer of the

EMLAC (Figure 6.10). The GEANT Monte Carlo simulation of the spectrometer

was used to determine this correction independently for photons and electrons.

Figure 6.11 shows the average energy lost for photon and electron initiated showers

as a function of their reconstructed energy. The amount of energy lost for photons

was about 40% less than the energy lost for electrons.

The correction was parameterized as a function of energy, averaging over

position dependent quantities such as the curvature of the cryostat. This is

accounted for, on average, by applying the same corrections to the reconstructed

energies in the Monte Carlo (thus a�ecting the reconstruction e�ciencies as in

Section 5.1.4). In addition to this, small di�erences in the material between the

Monte Carlo simulation and the actual detector are accounted for, on an average

basis, by the octant dependent radial dependence correction (Section 6.5.5). This

solution comes at the cost of a using a gain-type correction to account for a

pedestal-type e�ect; this leads to a small increase in the overall energy scale

systematic uncertainty (Section 6.8.1).

6.5.5 Dependence of the Energy Scale on Radial Position

The radial dependence of the reconstructed �0 and � masses, following the

octant and material loss corrections, is shown in Figure 6.12. This dependence

can also be seen in the adjusted ratio of the ZMPs energy (calorimeter) and

momentum (tracking system). Since the radial dependence appears in both the

 sample and the electron sample, it is attributed to a residual radial dependence

of the EMLAC energy response. There are many e�ects which inuence the radial
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Figure 6.11 The functions used to correct for the energy loss in the material in
front of the EMLAC.

dependence, such as reconstructor biases and event structure, but the dominant

e�ect is due to the choice of the ampli�er integration time. This can be seen in

Figure 6.13 which displays the radial dependence of the reconstructed �0 mass for

four di�erent values of the before/after time. The before and after were

global calorimeter timing signals (Section 3.2). Upon receipt of the before, the

voltage level of the ampli�er prior to the event was sampled. The after caused

the integrated ampli�er signal to be sampled. The di�erence between these two

voltages was digitized and represented the \energy" seen by the ampli�er. This

time di�erence was chosen in order to minimize certain noise e�ects (such as cross

talk between ampli�ers) during the data taking [102]. However, the di�erent

ampli�er integration times caused di�erent signal regions to be sampled. These

di�erences were not accounted for by the online ampli�er gain measurements, and

so the subsequent radial dependence needed to be removed o�ine.
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For the 1991 data sample, the reconstructed �0 and � masses start out high

in the inner-R region and decrease with increasing radius. A correction was

determined independently for each octant using the low-p
T
�0 sample since this

sample had enough statistics to scan the EMLAC in small radial bins. In order to

minimize the sensitivity of the reconstructed mass to any residual e�ects (such as

reconstruction e�ciency), the photons were required to have energies greater than

10 GeV. The data shown in Figure 6.14 were parameterized using an iterative

procedure. The �0 p
T

used for this correction was unfortunately high enough

that this correction was a�ected by separation e�ects. The higher-p
T
� sample,

averaged over all octants, was used to account for the residual dependence of the

radial correction on separation, but was not used to alter the absolute energy

scale.

6.5.6 Results and Linearity

Figures 6.15, 6.16, and 6.17 are the �0 and � mass plots following completion

of data energy scale corrections. The mean masses and widths of the signals

are summarized in Table 6.3. The reconstructed ! mass (Figure 6.18) was

approximately 0.5% lower than its nominal value (Tables 6.3 and 6.2). It should be

noted, however, that the ! has a di�erent slope in p
T

than the �0 or � (Figure 6.1)

and so should be a�ected di�erently by the EMLAC resolution smearing. The

results from the parameterized Monte Carlo (Section 5.2) indicate the ! mass

should have been reconstructed approximately 0.25% lower than its nominal mass.

The reconstructed ! mass was therefore measured approximately 0.25% lower than

expected; this is well within the expected 0.5% energy scale uncertainties.

The linearity of the energy scale was examined using the � sample as a function

of p
T

and energy (Figure 6.19). The energy scale was found to be linear and

accurate to well within the 0.5% goal.
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T
> 5 GeV/c and R > 50 cm from the 1991 data

sample. The peak at low mass is due to muon bremsstrahlung. See
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from the 1991 data sample.
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1990 1991

Meson Mass Width Mass Width

(MeV/c2) (MeV/c2) (MeV/c2) (MeV/c2)

�0 135:02� 0:06 5:58� 0:05 134:93� 0:03 5:94� 0:02

� 547:0� 0:4 17:3� 0:4 547:5� 0:3 19:7� 0:3

! 779� 5 47� 7 778:5� 2:5 34� 4

Table 6.3 Reconstructed masses of the neutral mesons in the data. All of the
standard cuts are applied. All mesons have p

T
> 5 GeV/c. The �0 is

measured on the outside of the detector (R > 50 cm) only. The 1990
data sample includes both the early and late samples.

6.6 Electron Cross Checks

The high quality ZMP sample was used to explore residual energy depen-

dences. Energy scale linearity was examined using �0's and �'s where one photon

converted into a ZMP (Figure 6.20). This involved a comparison of the e+e�

mass as a function of the photon energy. A comparison of the ZMP electron's

reconstructed energy to its measured momentum served as another useful cross

check. There are caveats associated with this comparison (Section 6.4.1), but

useful information was extracted.

6.6.1 Search for Residual Corrections Using the e+e� Sample

The linearity of the energy scale was checked by examining �'s, one of whose

photons converted into an e+e� pair. The measured e+e� mass of the �

peak was compared against the photon's energy as shown in Figure 6.21. The

electrons in this case used only tracking information for the mass calculation.

The reconstructed e+e� mass ratio versus photon energy is at but it is also

low by about 1%. A similar plot can be made for the �0 signal, but in this case

both a low-p
T

cut and a cut to ensure these are away-side �0's must be made to
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avoid trigger biases and the resulting separation e�ects. This data �lls in the low

energy region.

Figure 6.22 shows a comparison between the ratio of the �0 mass to its nominal

value versus the number of radiation lengths traversed by the �0's photons in the

target region. The �0 mass ratio for the case when one of the photons converted

into an e+e� pair displays a linear decrease (with an intercept of one at zero

radiation lengths) as a function of radiation length. This dependence is consistent

with an energy loss in the target by the electrons via bremsstrahlung. This

e�ect is also reproducible in the parameterized Monte Carlo using the GEANT

parameterization of bremsstrahlung radiation (Section 5.2).

This e�ect can also be seen in the measured mass of the J= (Figure 6.23).

In this case, the J= mass is 1% low when it is reconstructed in its electron decay

mode as compared to the muon decay mode. Finally, when both �0 photons

convert in the material upstream of the magnet, the mass is lower than nominal

by approximately 2% (Figure 6.24), again, consistent with energy losses due to

bremsstrahlung radiation. On average this energy loss due to bremsstrahlung

decreases the reconstructed e+e� mass by 1% indicating there is no need for

additional corrections.

6.6.2 Another Look at Electrons

We can compare the ZMP electron's reconstructed energy to its measured

momentum to gain additional information about the energy scale. Although there

are numerous caveats (Section 6.4.1), useful information about the absolute scale

was extracted.
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Figure 6.23 The J= mass in its e+e� and �+�� decay modes. These data are
from the 1990 sample.
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T
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electrons were not required to match with showers in the calorimeter.
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This sample is more easily a�ected by contamination, so the cuts were

tightened:

� j�SYj < 2 mrad;

� Z{X intersection point within 5 cm of the center of the magnet;

� 0:10 < Me+e� < 0:18 GeV/c2;

� Me+e� < 1:5 MeV/c2;

� �0 p
T
> 0:8 GeV/c;

� �0 energy asymmetry < 0:5;

� Only 1 ZMP was reconstructed in the event.

The ZMP electron's reconstructed energy to its measured momentum as a function

of its energy is shown in Figure 6.25. A line at 1.0 has been drawn to guide the

eye. The E/P distribution rises with energy; it reaches a plateau value of 1.0

above � 40 GeV.

This rise in the E/P ratio is due to di�erences in the shapes of electron- and

photon-induced showers in the EMLAC. Because electron-induced showers are, on

average, wider than photon-induced showers at corresponding energies, EMREC

tends to underestimate the energies of electron-induced showers. This is due to

our decision to use a shower shape in EMREC optimized for photon-induced showers

(Section 4.3.5). It was not necessary to correct for this e�ect because we do not

use electron shower energies in our analyses.

At high energies, where the di�erences between the electron-induced and

photon-induced showers are minimized, the E/P ratio is approximately 1.0

(Figure 6.26).
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Figure 6.25 The dependence of ZMP electron's reconstructed energy to its
measured momentum as a function of its energy. The line at 1.0
is intended to guide the eye. These data are from the 1991 sample.
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data are from the 1991 sample.
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6.7 Full Monte Carlo Energy Scale

The energy response of the simulated EMLAC was calibrated in the same

manner as the data. Corrections included setting the absolute scale, �xing the

energies at the inner/outer � boundary, and accounting for material energy loss.

Because of the EMLAC's energy resolution (Figure 5.14) and the p
T

requirement,

there is a natural dependence of the photon energy on radius (Figure 6.27). This

radial dependence was removed from the data while correcting for the e�ects of the

before/after timing (Section 6.5.5). It needed to be removed from the Monte

Carlo to avoid an over-correction in the reconstruction e�ciencies (Section 5.1.4).

Each Monte Carlo sample was corrected independently with regards to both

the radial dependence and the absolute scale.

6.7.1 Initial Scale

A scale was initially created for the full Monte Carlo using information from

the GEANT banks. This scale took into account factors dealing with the various

parameterizations of the EMLAC [118]. It was determined by directing 100 GeV

photons into the center of Octant 1 at a radius of 60 cm. These isolated showers

were reconstructed and the resulting energy was rescaled to the generated value.

This scale was applied at the preprocessor level (Section 5.1.3) and was in place

during the reconstruction pass.

6.7.2 Radial Dependence and Absolute Scale

It was more di�cult to measure the radial dependence in the full Monte Carlo

than it was in the data. There were very few statistics as every sample, �lter, and

threshold had to be examined independently. Additionally, the full Monte Carlo
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Figure 6.27 The relative change in the energy scale as a function of radius due
to the energy resolution of the EMLAC (Figure 5.14). This was
determined using the parameterized Monte Carlo (Section 5.2). The
dashed line at 1.0 is intended to guide the eye.

su�ers from the same separation issues as the data (Figure 6.6); this makes the

high-p
T

MIN samples di�cult to interpret. Also, the data events were triggered; this

had e�ects on the sample and spectrum not accounted for by the HERWIG-to-Data

surfaces or by the trigger simulation (Figures 6.28 and 6.30). This made the low-

p
T

MIN samples di�cult to interpret. To account for these statistical limitations,

the parameterized Monte Carlo (Section 5.2) was used to guide the correction

(Figure 6.27). This allowed more consistent results from sample-to-sample.

The absolute energy scale for the full Monte Carlo was established using the

p
T

MIN = 5:0 GeV/c samples (the only common p
T

threshold amongst the major

samples). Both the �0 and � were given equal weight (depending upon �lter type).
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Figure 6.28 The �0 (top) and � (bottom) masses versus p
T

MIN from the

1990 515 GeV/c �� full Monte Carlo. This data is untriggered and
is a composite of all the available �lters. The �0 mass is from the
outside of the detector (R > 50 cm).
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6.7.3 Results

Figure 6.28 displays the �nal Monte Carlo energy scale results as distributions

of the �0 and � meson masses with respect to p
T

MIN. In general the points are

scattered about unity with the lower-p
T
�0 points higher than the higher-p

T
points.

This rise can be clearly seen in Figure 6.29 where these distributions are plotted to

examine the e�ects of �lter type on the �nal scale. This rise at low p
T

is associated

with the spectrum as the �0 cross section is steeper at low p
T

than at higher-p
T

values (Figure 6.1). Placing trigger requirements on the Monte Carlo has the

impact of attening the spectrum at low p
T
; this reduced the observed scale at

these p
T

values. This e�ect can be seen in Figure 6.30 where trigger probabilities

have been applied as weights in an e�ort to simulate the e�ects of the trigger on the

energy scale. The resulting distributions are clearly p
T

dependent; furthermore, as

we move to successively higher threshold triggers, the meson masses come closer to

unity. Finally, the parameterized Monte Carlo (Section 5.2) was used to examine

this e�ect. The rise at low p
T

was reproduced; this can be seen in Figure 6.31.

The rise at low p
T

can therefore be discounted for the purposes of measuring the

systematic uncertainty associated with the Monte Carlo energy scale.
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Figure 6.29 The �0 (top) and � (bottom) masses versus p
T

MIN from the

1990 515 GeV/c �� full Monte Carlo for di�erent �lter types. This
data is untriggered. The �0 mass is from the outside of the detector
(R > 50 cm).
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Figure 6.30 The �0 (top) and � (bottom) masses versus p
T

MIN from the

1990 515 GeV/c �� full Monte Carlo for the local triggers. This
data is a composite of the available �lters. The �0 mass is from the
outside of the detector (R > 50 cm).



182 Energy Scale Calibration

0.96

0.98

1.00

1.02

1.04

1 2 3 4 5 6 7 8 9 10 11
Reconstructed pT (GeV/c)

π0  E
R

E
C/

E
G

E
N

Toy MC

0.96

0.98

1.00

1.02

1.04

1 2 3 4 5 6 7 8 9 10 11
Reconstructed pT (GeV/c)

η 
E

R
E

C/
E

G
E

N

Figure 6.31 EREC=EGEN from the 1990 515 GeV/c �� full Monte Carlo sample
for �0's and �'s as functions of their reconstructed p

T
values.

Overlayed on each are the results from the parameterized Monte Carlo
(Section 5.2).
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6.8 Systematic Uncertainty

One, two! One, two! And through and through
The vorpal blade went snicker{snack!

He left it dead, and with its head
He went galumphing back.

Lewis Carroll
\Jabberwocky" in Through the Looking Glass

Evaluating the systematic uncertainty in the measured cross sections due to

the uncertainty in the calibration of the energy response of the EMLAC is a tricky

and complicated issue. The cross sections are very steeply falling functions of p
T

so uncertainties in the calibration can be greatly magni�ed when applied to the

cross sections. This uncertainty involves several pieces including the uncertainty

associated with the calibration procedure (the mapping of reconstructed to actual

photon energies), and the execution of the calibration in both the data and the

Monte Carlo samples. There are also additional sample dependences since the

samples used to calibrate the detector di�ered slightly from the samples used the

cross section measurements.

6.8.1 Energy Scale Calibration

The procedure used to calibrate the energy response of the calorimeter was

to set the average �0 mass to its nominal value (Table 6.2). The uncertainty in

following this procedure can be found by comparing the �nal, calibrated, measured

�0 mass against its nominal value for the interesting projections.

The systematic uncertainty associated with the energy scale calibration

procedure came primarily from �ve sources: the �tting procedure, the non-

Gaussian shape of the mass peaks, the radial correction, the correction for energy

loss in the material upstream of the EMLAC, and the absolute scale. The
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Figure 6.32 The relative change between Monte Carlo and data in the mean
�0 mass when the \high-mass bump" has been removed from
consideration.

systematic uncertainty due to the �tting procedure is estimated to be 0.1%.

Where appropriate this fundamental measurement uncertainty will be removed

in quadrature from each individual systematic uncertainty and added back once

in the �nal analysis.

The �0 mass peak is non-Gaussian; there is a \high-mass bump" associated

with this peak that has an independent radial dependence. Portions of this

tail are reproduced in the Monte Carlo simulation of the detector and portions

are due to interactions that occur upstream of the target (for example, in the

beam hodoscope) [132]. The mass peak was �t using a Gaussian with a linear

background. The e�ect of this bump was to \pull" the mean of the Gaussian high;

consequently this a�ected the radial distributions. The size of this uncertainty can

be estimated by re�tting the radial dependence with this high-mass bump region
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explicitly removed from the �t. The di�erence in the result between the Monte

Carlo and the data was then taken to be the level of uncertainty (Figure 6.32).

The e�ect is order 0.1%.

During the 1990{1 data taking, three di�erent before/after integration

times were used. The resulting radial dependences were each individually

corrected (Section 6.5.5). Each run region has a systematic uncertainty associated

with its radial correction. As the sample used to correct the 1991 data had the

highest statistics and was the most studied, this sample will be used as the baseline

for the uncertainty estimation.

There were two uncertainties associated with the radial correction: one from

the actual correction, and one from the addition of the radial dependence on

separation taken from the � sample (Section 6.5.5). The size of the radial

correction uncertainty in the 1991 data was determined by taking the distribution

of the mean �0 mass as a function of radius for each octant, projecting these

values onto the mass axis and �tting the resulting Gaussian (Figure 6.33). These

data were taken at the point in the correction just prior to the proper adjustment

of the radial dependence due to separation biases inherent in the sample. The

systematic uncertainty in this correction is 0.2%. To gauge the level of this

uncertainty measurement, I added an arbitrary �0:2% radial dependence to the

energy scale and examined its e�ect on the standard distributions. Looking at

the results, I think that a change of this size was on the edge of what I would

have corrected. Bearing in mind that I knew that a change had been made, this

indicates that 0.2% is not an unreasonable uncertainty to claim for the radial

corrections. The uncertainty in the adjustment for separation was determined

with the same procedure, using the mean � mass as a function of radius for

p
T
> 3 GeV/c and p

T
> 5 GeV/c. This uncertainty is estimated to be 0.1%.
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Figure 6.33 Residual systematic uncertainty in the radial correction for the 1991
data sample.
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The �0 mass as a function of radius following all energy scale corrections,

can now be compared for each of the run regions to estimate the uncertainties of

the two 1990 radial corrections (the �0 sample used was at a low enough p
T

that

an additional separation correction was unnecessary). From these comparisons,

the uncertainty of the radial correction was found to be 0.25% for the late 1990

sample. For the early 1990 data, this uncertainty is 0.4%. Because one section of

the 1990 data (run numbers 7908 to 8628) was not included in the calculation of

the late 1990 energy scale, this run region has an additional uncertainty of +0.2%

for R < 35 cm, and +0.1% for 35 < R < 45 cm. Additionally, the samples used

for these energy scales were determined in a slightly di�erent fashion than that

used for the 1991 sample. Since these extra requirements a�ect our �nal cross

sections, they have additional systematic uncertainties. These uncertainties total

less than 0.05% (when calculated in an internally consistent manner).

The uncertainty in the radial correction for the Monte Carlo is about 0.25%.

Finally, there is another systematic uncertainty associated with conversion

of strip position into radius. A conversion factor is used that was determined

from measurements of the strip layout on the G-10 prior to its installation in the

cryostat. However, G-10 shrinks by 0.25% when immersed in liquid argon [134].

This means the conversion factor is improper for the cold geometry. The Monte

Carlo uses the warm geometry and so we do not account for this e�ect. A study

of the parameterized Monte Carlo indicates this e�ect is linear with the shrinkage

rate and, for the most part, only a�ects masses in the inner radius region. On

average, this adds a systematic uncertainty of -0.1% for R < 35 cm.

There is a systematic uncertainty associated with the correction for the energy

loss in the material upstream of the �rst active layer of the EMLAC. Since the
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correction was determined through a Monte Carlo analysis, it is possible that

some material was not accounted for properly. Any di�erence in the material in

front of the EMLAC between the real detector and the Monte Carlo simulation

would lead to an o�set in the energy loss correction which would show up as an

additional radial dependence. This o�set was estimated to be at most 150 MeV

by studying ZMP electron energies versus their momenta. As the o�set would

cause a radial dependence that would be removed through the radial correction,

there is the possibility we would have made a gains correction to a pedestal e�ect.

The parameterized Monte Carlo was used to examine the e�ects of this on the

energy scale. From the parameterized Monte Carlo, a total uncertainty of 0.1%

can be assigned to this source.

In the region 35 < R < 45 cm there is an additional uncertainty associated

with the choice of 2ER rather than ER+E� for the photon's energy (Section 6.5.3).

This systematic uncertainty is estimated to be less than 0.1%.

The systematic uncertainty associated with the absolute scale was determined

in a similar fashion to that of the radial correction. In this case the � mass as

a function of its p
T

and energy was used (from Figure 6.19). The systematic

uncertainty associated with the scale in the 1991 data sample is 0.1% (Figure 6.34).

This uncertainty is slightly larger (0.15%) for the late 1990 data sample. The

uncertainty is larger for the early 1990 data sample. In this sample the �0 mass is

approximately 1% above the � mass (compared to < 0:1% for the other samples).

The � mass was used for the absolute scale since it appeared that the di�erential

shower shape (due to the short integration time) was seriously impacting the

reconstructed �0 mass. To check the reality of this mass di�erence, the �=�0 cross-

section ratio was compared between the early and late 1990 data samples [135].

The �=�0 ratio is e�ectively at in both p
T

and rapidity (Figure 5.12) and so any
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Figure 6.34 Residual systematic uncertainty in the absolute energy scale from the
1991 data sample.
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Systematic E�ect Uncertainty (%)

Fitting procedure �0:1

Mass peak shape �0:1

Energy loss �0:1

Radial corrections Data �0:22

MC �0:25

Boundary (35 < R < 45 cm) �0:1

Cold vs. warm geometry �0:1 to 0:0

Absolute scale Data �0:1

MC �0:1

Spectral E�ects �0:1

Table 6.4 The systematics associated with the energy scale calibration of the
EMLAC for the data composed with the Monte Carlo and their
respective uncertainties.

real di�erence in the energy scale will show up. The �=�0 ratios agreed remarkably

well (better than 3%) and so the apparent di�erence is only a mass e�ect, not an

energy e�ect. The systematic uncertainty for the absolute scale is taken to be less

than 0.25% for the early 1990 run region.

The systematic uncertainty associated with the absolute scale in the Monte

Carlo was determined in a similar fashion to that of the data. In this case the

�0 and � masses from all Monte Carlo samples with p
T

MIN = 5 GeV/c (as this

p
T

MIN existed for all samples). The systematic uncertainty associated with the

scale is � 0:1%. As the energy scale depends, in part, on the input spectrum, a

systematic uncertainty must be established for the use of HERWIG-to-data surfaces.

This uncertainty was estimated by arbitrarily changing the surfaces and is less

than 0.1%.
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Summing up these uncertainties (Table 6.4), we �nd the average systematic

uncertainty associated with the energy scale is 0.4% for the 1991 data and 0.5% for

the 1990 data (using a rough luminosity weighting).

6.8.2 Mesons versus Photons

The goal of E706 is to make precision measurements of direct-photon

production. The energy response of the calorimeter was calibrated using �0's and

cross checked using �'s, !'s, and converted photons. It is therefore important to

ensure this calibration is also appropriate for direct photons. This is particularly

true as the energy response of the EMLAC is sensitive to event structure; direct

photons are expected to be more isolated than corresponding photons from meson

decays which are accompanied by other particles from the jet.

There are very few ways to check the energy scale of single photons in the

data. The only two reasonable channels are �'s whose decay results in photons in

di�erent quadrants, and very isolated electrons. Both of these samples had very

limited statistics; both gave the result that single photons have a scale at least

within 1% of that for �0's.

It was much easier to check the single photon energy scale in the Monte Carlo

as we had access to both reconstructed and generated energies. Of course, we

needed to make the assumption that the Monte Carlo simulation responds in the

same fashion as the real detector to single isolated photons. This is not a bad

assumption, but it does inuence the systematic uncertainties. We also needed

to be careful when making this comparison that we accounted for any di�erences

due to the spectrum. Direct photons have di�erent slopes than �0's as a function

of p
T

(Figure 6.1). To minimize this e�ect, we looked at EREC=EGEN binned in

the generated p
T

of the �0 or direct photon. Of course, the average EREC=EGEN is
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less than 1.0 as the energy scale was set using the reconstructed (hence smeared

by detector resolution) energies.

A comparison of EREC=EGEN for �0's and direct photons is shown in

Figure 6.35. The top plot shows a scale shift of approximately 0.45% between

direct photons and �0's. The slight p
T

dependence of the shift is a residual spectral

e�ect and can be ignored. It was conjectured that this energy scale shift was due

to di�erences in the response of EMREC to single and multiple photons. To test

this hypothesis, cuts were introduced into the analysis to ensure that all photon

energies were reconstructed in exactly the same manner. These results are shown

in the bottom plot of Figure 6.35; it is clear the apparent energy scale shift is an

EMREC artifact. This was con�rmed by Monte Carlo studies where mono-energetic

\beams" of photons and �0's were employed to examine the calorimeter's response.

As the energy scale shift between direct photons and �0's is reasonable, only

a small addition was made to the systemic uncertainties. Because there is a

systematic shift of the mean, an additional 0.1% uncertainty was added linearly

to the systematic uncertainty. This uncertainty also includes the small di�erential

energy scale between fake direct photons and �0's (due to the separation e�ect

discussed in Section 6.4).

6.8.3 P
T
Scale

The relevant quantity for determining the systematic uncertainties associated

with the energy scale is the uncertainty in the p
T

scale since the cross sections are

typically measured as functions of p
T
.

p
T

= E sin � =
ER

Z
(6:3)
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Figure 6.35 EREC=EGEN from the 1991 800 GeV/c proton full Monte Carlo
sample for �0's and direct photons as functions of their generated
p
T

values. The top plot is for the standard energy scale sample, the
bottom plot has additional requirements assuring that all photons
were reconstructed in the same manner by EMREC.



194 Energy Scale Calibration

The fractional uncertainty in p
T

is

�p
T

p
T

=

s�
�E

E

�2
+

�
�R

R

�2
+

�
�Z

Z

�2
: (6:4)

The position uncertainty comes from the uncertainty in the alignment of the

EMLAC to the tracking system (Section 6.3). The maximum uncertainty in X

and Y were each 0.1 mm so that the fractional uncertainty in radius was at most

0.07%. The uncertainty in the Z-position of the EMLAC is order 0.5 cm, so the

fractional uncertainty in Z is approximately 0.06%. Neither of these uncertainties

are signi�cant when added in quadrature with the uncertainties from the energy

calibration. The uncertainty in the p
T

scale can be taken to be the uncertainty

due solely to the calibration of the EMLAC energy response.

6.8.4 Cross-Section Uncertainties

The di�erential cross sections measured by this experiment have uncertainties

associated with both the data analysis and corrections. Several of these corrections

(such as the reconstruction e�ciency [Section 5.1.4]) involve the Monte Carlo

analysis, therefore, the energy scale uncertainty folded together both the data

and Monte Carlo uncertainties. Uncertainties in common were reduced by this

technique (e.g., the uncertainty due to the �tting procedure). The energy scale

uncertainties were then combined properly in quadrature and placed into the

parameterized Monte Carlo to determine the systematic uncertainties associated

with the energy scale on the cross sections. The systematic uncertainty in a few

of the di�erential cross sections due to the calibration of the energy response of

the electromagnetic calorimeter are displayed in Figures 6.36 through 6.40.
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Figure 6.36 The systematic uncertainty in the �0 cross section as functions of the
�0 p

T
(top) and rapidity (bottom) for the data displayed in Figure 6.1.

The energy scale systematic uncertainty was taken to be 0.5%.
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Figure 6.37 The systematic uncertainty in the direct-photon cross section as
functions of p

T
(top) and rapidity (bottom) for the data displayed

in Figure 6.1. The energy scale systematic uncertainty was taken to
be 0.6%.
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Figure 6.38 The systematic uncertainty in the �0�0 cross section as functions
of mass (top), Q

T
(bottom-right), and pOUT (bottom-left) for the

515 GeV �� data.
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Figure 6.39 The systematic uncertainty in the direct photon{�0 cross section as
functions of mass (top), Q

T
(bottom-right), and pOUT (bottom-left)

for the 515 GeV �� data.
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Figure 6.40 The systematic uncertainty in the double direct-photon cross section
as functions of mass (top), Q

T
(bottom-right), and pOUT (bottom-left)

for the 515 GeV �� data.





Chapter 7 Event Selection and Analysis

This chapter describes the underlying selection criteria and analysis techniques

used to explore high-mass pairs. This analysis is based upon data recorded during

the 1990 and 1991 �xed target runs. These samples contain interactions between

pion and proton beams incident upon targets of beryllium, copper, and hydrogen.

7.1 Cross Section De�nition

The measured cross section, �, for a process is evaluated via the expression

� =
1

L B

N

�
; (7:1)

where N is the number of events measured, B is the branching ratio for the

speci�c measured subprocess (Table 5.5), � is the e�ciency for selecting, detecting,

and reconstructing those events, and L represents the sensitivity to that process

(luminosity), in units of events/pb. Di�erential cross sections, d�=dX = ��=�X,

will be presented in this document, where X represents a kinematic quantity such

as p
T

or mass.

7.2 Normalization

7.2.1 Beam

The Meson West beam line (Section 2.2.2) transported a 0.8 TeV proton beam

and secondary beams consisting of admixtures of 0.5 TeV protons, pions, and

kaons to the experimental hall. The beamline �Cerenkov detector (Section 2.2.3)

identi�ed secondary beam particles [76]. �Cerenkov light emitted by the particles

passing through the helium medium was detected by rings of photomultiplier

tubes. The optics were con�gured to allow simultaneous measurement of each

201
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kind of beam particle during a single spill without requiring changes in the helium

pressure. Logical combinations of the photomultiplier signals (Figure 7.1) were

used to identify the particles based on a probabilistic analysis. A study of the

incident positive 530 GeV/c secondary beam showed that it contained a mix

of 96.7% protons, 2.75% pions, and 0.54% kaons [76]. The normalization was

corrected for the tag e�ciency. An overall systematic uncertainty was included

for tag contamination.

The secondary beams also contained a small fraction of muons. The

contamination level was determined using the FCAL (Section 2.4.4) and beam

particles that did not interact in the target. The level of muon contamination was

estimated to be 0.5% for the negative beam data, and 0.3% for the positive beam

data [94, 136].

During data taking, online scalers were used to record aggregate statistics

(counts) for various portions of the spectrometer. This information was analyzed

o�ine on a spill-by-spill basis. In particular, scalers from the hodoscope,

interaction counters, and beam hole counters (Section 2.2.5) were used to

determine the number of beam particles available to the experiment. Other scalers

were used to determine the live fraction (fraction of time available for data taking)

of the DAQ and trigger components. Taken in combination, this information was

used to calculate spill-by-spill counts of the beam particles that produced the

data, live triggerable beam (LTB) [137].

7.2.2 Target

Every event required a reconstructed vertex in the target region (Figures 7.2

and 7.3). Longitudinal and transverse requirements were placed on the vertices

to provide clean data samples. The longitudinal cuts selected the target in
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Figure 7.1 Pressure curves for the pion, kaon, and proton tags with inci-
dent +530 GeV/c beam. Each curve is labeled by tag logic.
Peaks/plateaus are labeled by the associated particle type. The solid
vertical line represents a typical �Cerenkov operating pressure. The
line clearly passes through the desired peaks for tagging each particle
type with the appropriate coincidence logic [76].
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Beam and Target Beam Conversion

Con�guration Material Absorption (per photon)

1990 ��
Be 1.06 1.09

Cu 1.02 1.19

H 1.04 1.11

1991 �� Be 1.08 1.08

Cu 1.01 1.16

H 1.03 1.11

1991 p Be 1.08 1.08

Cu 1.01 1.16

Table 7.1 Average weight for beam absorption and photon conversion for the
various materials in the 1990 and 1991 target con�gurations.

which the incident beam interacted. The transverse cuts ensured the interaction

occurred within the target material; this avoided biases in the normalization due

to counting beam particles that missed the target. The correction was made by

counting vertices in the upstream set of beam SSDs, both inside and outside the

�ducial region, and adjusting the beam count accordingly. For the 1990 target

con�guration, this correction was � 1:35; in 1991 it was close to unity [94].

Additional corrections were necessary to account for ine�ciencies and biases in

the vertex �nding algorithms (Section 4.2.3). The vertex reconstruction e�ciency,

averaged over the entire target, was 99.6% [84]. A calculation was also performed

to correct for the fraction of beam particles absorbed by the materials upstream

of the primary vertex (Table 7.1).
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Figure 7.2 The longitudinal distribution of reconstructed vertices for 1990 (top)
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these plots were selected by requiring a �0 with p
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206 Event Selection and Analysis

-2

-1

0

1

Y
 (

cm
)

1990 Cu 1990 Be

-2

-1

0

1

-2 -1 0 1

1991 Cu

-2 -1 0 1
X(cm)

1991 Be

Figure 7.3 X{Y distribution of vertices in the copper and beryllium targets for
the 1990 515 GeV/c �� data and the 1991 530 GeV/c proton data.
Each event required a �0 with p

T
> 3:5 GeV/c. The solid lines mark

the edges of the target; the dashed lines represent the instrumented
region of the beam SSDs; the dotted circle is the beam hole counter.
Vertices outside the Cu and Be target area in the 1990 data are
primarily due to interactions in the Rohacell target stand [119].
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7.2.3 Integrated Luminosity

The integrated luminosity, L, is the product of the number of available beam

particles with the number of targets per unit area. It is expressed as

L = LTB � ` NA; (7:2)

where LTB is live triggerable beam, � is the target density, ` is the target

�ducial length (Table 2.2), and NA is Avogadro's number. The luminosity for

each of the beam samples and targets considered in this analysis can be found in

Table 7.2.

E706 accumulated statistics from 515 GeV/c �� beams during both the 1990

and 1991 �xed target runs. As both samples have independent normalizations

(although both are normalized using similar procedures) and since many of their

corrections are measured independently, a comparison of the �0 (Figure 7.4) and

�0�0 (Figure 7.5) cross sections in both samples tests aspects of the normalization.

Additional tests included comparisons of the �0 cross section measured using the

beam1 and int1 triggers normalized by counting beam{target interactions to

the cross sections using EMLAC triggers and LTB [138, 137]. For the analyses

presented below, the 1990 and 1991 �� samples have been combined together.

Beam Momentum Luminosity

Particle (GeV/c) (pb�1)

Be Cu H

�� 515 6.8 1.2 0.2

�+ 515 0.05 0.01 0.01

p 530 6.7 1.6 1.2

p 800 2.3 0.6 0.4

Table 7.2 Luminosity as a function of beam and target for data samples used
in this analysis.
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Figure 7.4 The ratio of inclusive di�erential �0 cross sections as a function of p
T

from the 515 GeV/c ��Be data for the 1990 and 1991 �xed target
runs. The luminosities (and most of the corrections) were calculated
independently for these two samples. The line is a �t; the ratio is
0:998� 0:007.
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Figure 7.5 The ratio of �0�0 cross sections as a function of mass from the
515 GeV/c ��Be data for the 1990 and 1991 �xed target runs.
The luminosities (and most of the corrections) were calculated
independently for these two samples. The line is a �t; the ratio is
0:96� 0:06.
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7.3 Trigger

This analysis is based upon data acquired using the two gamma trigger

(Section 3.1.5). The trigger was required to have �red (in each octant) with

a probability of at least 10%. The full Monte Carlo was used to correct for

events that had a lower trigger probability (Section 5.1.4). A �octant cut was

applied so that the octants corresponded to the appropriate two gamma trigger

con�guration. The geometrical acceptance correction (Section 7.5) accounted

for the �octant cut. As an additional test of the trigger corrections, a double-

octant trigger was created by taking events where the single local high trigger

(Section 3.1.3) �red in two (or more) octants conforming to the two gamma

acceptance. single local high triggers were integrated into the analysis for the

800 GeV/c proton data to increase statistics (Figure 7.6)1. The prescaled two

gamma pretrigger (Section 3.1.2) was used to extend the mass spectrum to

low p
T
.

Spurious triggers were produced by beam halo muons that deposited energy

in the electromagnetic calorimeter. Particularly in the outer regions of the

EMLAC, this energy appeared as a high-p
T

deposition that satis�ed the local

trigger requirement. This e�ect was much less pronounced in the two gamma

trigger where high p
T

was simultaneously required on both sides of the calorimeter

(Figure 7.7). No o�ine muon cuts were required for this analysis.

1 The two gamma trigger was not available during much of the 800 GeV/c
proton running (Section 3.1.5).
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Figure 7.6 Comparison of �0�0 events for the two gamma trigger and for the
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These data are from independent run ranges. The �0 was required
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turn-on.
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7.4 Photon De�nition

In order to remove electrons (and many hadrons) from the direct-photon

sample, a cut was placed upon the distance between reconstructed shower and

the nearest reconstructed charged particle track (as projected onto the EMLAC)

(Figure 7.8). Showers were excluded from the sample if this distance was less than

1 cm. The �0�0 cross section was used to account for accidentals (ratios with and

with-out the cut) since this cross section is relatively independent of the cut. The

correction was � 1% per photon.

Photons, passing through the materials upstream of the EMLAC can covert

(Equation 4.5) into ZMP electrons (Section 4.5). By carefully accounting for

this material (Figure 6.10) one can use Equation 4.5 to calculate the number of

converted photons and correct for them (Table 7.1).

The active volume of the EMLAC consisted of 26 radiation lengths but

less than 2 interaction lengths of material so, while electromagnetic showers

were contained within the detector, only a fraction of the hadron's energy was

deposited there. The front/back division of the EMLAC was therefore used to

discriminate between hadronic and electromagnetic showers. Figure 7.9 displays

the fraction of energy reconstructed in the front section compared to the total

reconstructed energy in the EMLAC for hadronic showers (�� from K0
S decays)

and electromagnetic showers (ZMP electrons). Photons deposit most of their

energy in the front section of the detector; the requirement that at least 20% of

the shower energy be reconstructed within the EMLAC front section was su�cient

to remove a large fraction of the hadronic background without compromising

the photon signal. Photon losses due to this cut are corrected within the

reconstruction e�ciencies (Section 5.1.4). The correction totaled � 2% per

photon.
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Figure 7.8 The distance to the nearest track for direct-photon candidates having
p
T
> 4 GeV/c. The dashed line is a representation of the cut value.

Entries to the left of the line are primarily electrons.
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7.5 EMLAC Geometrical Acceptance

Photons with reconstructed positions near the edges of the detector

(quadrant and octant boundaries) were excluded from the sample (Figure 7.10).

Additionally, photons reconstructed within two strips of the partial strip

region in outer-R were rejected. These photons had biased energies since the

electromagnetic reconstructor forced showers near the boundaries to correlate

(Section 4.3.6).

A portion of quadrant 4 was excluded from the EMLAC �ducial volume2 in

the 1991 data analysis because it was found that the two LAC ampli�er cards

responsible for this detector region3 (front section, radial view) were bad. Several

pairs of the 16 ampli�er channels on each card were capacitively coupled so that

the individual channels each had the average energy deposited in the pair. This

energy averaging compromised the pattern recognition and energy determination

during photon reconstruction.

The acceptance of the EMLAC was accounted for by a simplistic ray trace

Monte Carlo. Every reconstructed pair (e.g., �0�0 or �0) was used as a seed.

Keeping �� between the particles constant, the 4-vectors of the pair were rotated

and redecayed 2000 times. These photons were then checked against the EMLAC

�ducial volume. Additionally, photons from �0 or � decays were required to be

within the same octant with A < 0:75. Finally, a �octant cut was placed on the

pair to simulate the two gamma trigger con�guration. The e�ect of placing this

cut in the geometrical acceptance calculation was to convert it into a �� cut. The

correction was then the inverse of the survival fraction (Figure 7.11).

2 This region corresponds to R < 29 cm in octant 7 and R < 31 cm in octant 8.
3 This is an unfortunate happenstance as these cards are in di�erent crates and

have no other connection.
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Figure 7.10 The positions of photons reconstructed in the EMLAC from the 1990
data. Each photon is required to fall within the EMLAC's �ducial
volume. The octant structure is clearly visible.
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Meson
Low Sideband Candidates High Sideband

(MeV=c2) (MeV=c2) (MeV=c2)

�0 60|100 100|180 190|230

� 350|450 450|650 650|750

Table 7.3 Candidate and sideband ranges for �0's and �'s reconstructed from
two-photon combinations.

The impact of this correction was limited by requiring central rapidities

(�0:8 < y < 0:8 for the 0.5 TeV beams and �1:05 < y < 0:55 for the 0.8 TeV

beam) and azimuthal separations of at least 105�.

7.6 Signal De�nitions

All photons that survived the above cuts were taken in combination with

each other (photons were required to be in the same EMLAC octant to avoid any

reconstruction or trigger biases). The resulting mass distribution (Figure 7.12)

was used to de�ne the �0 and � signals. The mass peaks contain an admixture of

signal and background. The linear combinatorial background was removed by the

side-band subtraction technique. In this method, regions of the mass spectrum

are de�ned such that the total width of the background regions (one to either side

of the peak) is equal to the width of the peaked candidate region (Table 7.3). The

resulting side-band area is then equal to the amount of background contained

under the peak. Statistics are accumulated for both candidate (c�0 or c�) and

side-band regions (b�0 or b�); the signal (s�0 or s�) is measured by subtracting,

s = c� b.

An energy asymmetry cut (Equation 4.4), A < 0:75, was used to ensure the

background shape was suitable for sideband subtraction (Figure 7.13). Since the

�0 and � are spin-0 particles which therefore decay isotropically, the correction

for this cut is 1=0:75.
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Photons which, in combination with other photons, did not have reconstructed

masses within the candidate region of the �0 with A < 0:75 or � with A < 0:8

were considered as direct-photon candidates4 (c).

7.6.1 Meson{Meson Background Subtraction

The background subtraction for pairs of mesons (Figure 7.14) is more

complicated than for single mesons; the subtraction can be expressed as

s�0
1
s�0
2

= (c�0
1
� b�0

1
)(c�0

2
� b�0

2
) (7:3)

since each �0 has combinatorial background under the peak. Expanding,

s�0
1
s�0
2

= c�0
1
c�0

2
� c�0

1
b�0

2
� b�0

1
c�0

2
+ b�0

1
b�0

2
: (7:4)

The same relation holds for �0� and �� events.

7.6.2 Direct Photon{Meson Background Subtraction

In the case of �0 events, signal extraction involves both the parameterized

Monte Carlo (Section 5.2.3) and the side-band subtraction.

ss�0 = (c � b)(c�0 � b�0) (7:5)

ss�0 = cc�0 � cb�0 � bs�0 (7:6)

Here b is a background photon that fakes a real direct photon (s), and the

last term, bs�0 , is taken from the s�0s�0 parameterized Monte Carlo5. A

similar relation applies to � events. The size of the subtraction is illustrated

in Figure 7.15 which shows a comparison of c=s�0 to b=s�0 as a function of p
T



when there was a �0 with p
T

�0 > 2:5 GeV/c reconstructed on the other side of

the calorimeter.

4 For comparison with other E706 analyses, this is the 75N photon de�nition.
5 Background photons can arise from �0's, ��'s, �'s, !'s, or �0's in the

parameterized Monte Carlo (Section 5.2.1).
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Figure 7.14 Candidate and side-band distributions for �0�0 events as a function
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7.6.3 Double Direct Photon Background Subtraction

Two major background sources are considered in double direct-photon

production: direct photon{meson events and meson{meson events where the

mesons decay into photons. Photons that survive the above cuts contribute to

the direct-photon candidate sample (b). These background contributions are

estimated with the parameterized Monte Carlo (Section 5.2.3).

The background subtraction can be expressed as

s1s2 = (c1 � b2)(c1 � b2); (7:7)

which expands to

s1s2 = c1c2 � (s1b2 + b1s2)� b1b2: (7:8)

The term bb is derived from the s�0s�0 parameterized Monte Carlo. The middle

term (delineated by the parenthesis) requires the use of a parameterized Monte

Carlo that reproduces the ss�0 distributions. It is di�cult to tune the Monte

Carlo generator (Section 5.2.1) for this sample since it requires the background

subtraction described in Section 7.6.2 (bs�0).

Alternatively, we can form an equivalent expression,

s1s2 = c1c2 � (c1b2 + b1c2) + b1b2: (7:9)

For this subtraction the parameterized Monte Carlo needs to reproduce the cs�0

distributions. These are easily accessible from the data (cs�0 = cc�0�cb�0) and

allow for simpler tunes of the parameterized Monte Carlo generator. Equation 7.9

will be used for the double direct-photon background subtraction (Chapter 11).

The statistical signi�cance of the diphoton data is better than four sigma using

this subtraction technique (Figure 7.16). This is comparable to other diphoton

measurements (Table 1.9).
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7.7 Systematic Uncertainties

It is important to assess the systematic uncertainties associated with mea-

suring cross sections. Major sources of systematic uncertainty include the nor-

malization, energy scale calibration, e�ciency, and the background subtraction.

Uncertainties from these sources are generally considered uncorrelated and will be

added together in quadrature.

The systematic uncertainty in the normalization (Section 7.2) was assessed by

comparing the results of various scalers and by cross checking samples in which the

normalization is calculated independently (Figures 7.4 and 7.5). This uncertainty

is estimated to be approximately 15% [137] and includes other small sources of

uncertainty such as those associated with the interaction de�nition (Section 3.1.1)

and contamination in the �Cerenkov tag [76].

It is possible, though very unlikely, that the high-p
T

particles in a high-mass

pair can be produced by independent beam{target interactions. Figure 7.17 shows

the di�erence in arrival time with respect to the trigger (Section 4.3.7) between

particles in a reconstructed high-mass pair. The �time distribution for the �0�0

data is consistent with the single-bucket TVC resolution (Figure 4.8) indicating

the �0's were probably produced by the same interacting beam particle. Also

shown in Figure 7.17 is the �time distribution for diphoton events; overlayed on

these data is a �t to the shape of the �0�0 �time distribution. The shapes are

very similar. There is one diphoton event with �time � �50 ns (� 2{3 bucket

separation), but it is consistent with the tail of the �0�0 distribution.

The uncertainty in the energy scale has been discussed previously (Sec-

tion 6.8.1) and has a 5{10% impact on the cross section (Figures 6.38, 6.39,

and 6.40).
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Figure 7.17 Di�erence in the time between left) two �0's with p
T

�0 > 2:5 GeV/c
from the 530 GeV/c proton sample and right) two direct-photon
candidates with p

T

 > 4 GeV/c from the 515 GeV/c �� sample. A �t
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The uncertainty in the reconstruction e�ciency (Section 5.1.4) is � 3% for

�0's and �'s and 2% for direct photons [119]. When both particles in the pair

are the same (e.g., �0's from �0�0), then mistakes in the e�ciency function

a�ect both particles in the same manner since the e�ciency functions are slowly

varying functions of p
T

and rapidity (e.g., Figure 5.8) and since both particles

tend to have similar p
T
's and rapidities. For this case, uncertainties are added

linearly rather than quadratically. When the particles in the pair are di�erent

(e.g., �0 and ��0) then the uncertainties add in quadrature. The systematic

uncertainty for the spectral unsmearing correction (Section 5.2.4) is approximately

3%. The correction for the geometrical acceptance (Section 7.5) has a systematic

uncertainty of � 2%. There are additional small (< 0:5%) uncertainties for the

corrections described in Section 7.4.

The systematic uncertainties associated with the background subtractions are

slightly more complicated than the uncertainties discussed above. The impact of

these uncertainties on the cross section depends upon the size of the subtraction.

The method used in the parameterized Monte Carlo (Section 5.2) to produce

background photons (Section 5.2.3) introduces � 3% systematic uncertainty [128].

The parameterized Monte Carlo was required to reproduce b=s�0 (Figure 5.22)

from the full Monte Carlo, adding another � 3% uncertainty. Each of these

uncertainties enters twice for the diphoton subtraction. The parameterization

of the two arm production spectra (Section 5.2.1) added an additional 2{5%

systematic uncertainty with another � 1:5% due to the relative normalization

between the Monte Carlo and the data.



Chapter 8 Production of High-Mass Pion Pairs

In this chapter we present measurements of pairs of �0 mesons produced by

515 GeV/c �� and �+ beams and 530 GeV/c and 800 GeV/c proton beams

incident upon beryllium, copper, and hydrogen targets. Tables for these, and

supporting, measurements can be found in Appendix A. Unless otherwise noted,

there is a minimum p
T

requirement on each �0 of 2.5 GeV/c. Pions were also

required to be central, with rapidities of �0:8 < y < 0:8 for the 0.5 TeV/c beams

and �1:05 < y < 0:55 for the 0.8 TeV/c beam. The azimuthal angle between the

�0's was required to be at least 105�.

All theory curves [11] presented in this chapter use the BKK fragmentation

function [20]. The fragmentation scale was �xed at mF = p
T

�0=2. The parton

distribution function used was GRV92LO [18] for the data produced by pion beams

and CTEQ4L [17] for the data produced by proton beams.

8.1 Cross Section Measurements

We can test pQCD theory by comparing the calculated and measured cross

sections as functions of several variables. Mass is a useful variable for this purpose

as it is invariant under transverse boosts and therefore insensitive to kT e�ects

(excepting for smearing across the p
T

cut). Other variables insensitive to kT e�ects

include p
T

�0 (for symmetric p
T

cuts [30]), rapidity, and cos �?.

8.1.1 Mass Distributions

The dipion mass spectrum for ��Be interactions is presented in Figure 8.1.

The cross section rises at low mass, peaks, and then falls exponentially with

increasing mass; this shape is due to the minimum p
T

requirement. The �0's are

229
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Figure 8.1 The dipion mass distribution produced by 515 GeV/c �� incident on
beryllium. The results of corresponding LO theory calculations [11]
for several choices of scale are also shown.
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jet fragments, therefore, a p
T

requirement placed upon the �0 causes an uneven

sampling of the parent dijet mass spectrum. This bias is worst for dipion masses

close to threshold, M � 2p
T

�0, and decreases with increasing mass. Eventually,

the mass is su�ciently large that this bias is negligible; the cross section then

decreases with increasing mass1. This e�ect is illustrated in Figure 8.2 where the

dipion mass spectrum is shown for several symmetric p
T

�0 choices. The unbiased

distribution (p
T

�0 > 1:5 GeV/c has no impact for the mass range shown) is

exponentially falling. The mass distributions with larger p
T

�0 requirements display

peaked shapes; the spectra smoothly match for masses su�ciently large compared

to the p
T

�0 threshold.

The results from a LO pQCD theory calculation [11] for several choices of

factorization scale are also shown in Figure 8.1. (The fragmentation scale was

p
T

�0=2 for each of these curves.) The scale � = M=2 provides a reasonable

representation of the data over most of the mass range; this scale will be

used as the default for all comparisons for all data samples (Figure 8.3). The

theory characterizes the data normalization and shape, however, it appears to

systematically underestimate the cross section at high mass. Similar distributions

are presented for the hydrogen target in Figure 8.4. There is a similar level of

agreement between the data and theory.

Two other experiments, CCOR [139] and NA24 [67], have published �0�0

measurements as a function of the mass of the pair. Both experiments used

a more restrictive set of kinematic requirements than is used above; these cuts

were intended to select a back-to-back sample of dipions. They required the

1 kT smearing across the p
T

�0 threshold produces a similar, though smaller,

e�ect. This e�ect is most visible for M < 2p
T

�0 since the events cannot pass the
kinematic requirements unless there is a non-zero kT.
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T

�0 > 1:5 GeV/c points. The results of corresponding LO theory
calculations [11] are also shown.



Cross Section Measurements 233

1

10

10 2

10 3

10 4

10 5

dσ
/d

M
 (

pb
/(

G
eV

/c2 ) 
pe

r 
nu

cl
eo

n)

1

10

10 2

10 3

10 4

10 5

5 10 15 5 10 15
Mass (GeV/c2)

π−Be at 515 GeV/c
pT

π˚>2.5 GeV/c
−0.80<yπ˚<0.80

∆φ>105o

LO Theory (µ=M/2)

π+Be at 515 GeV/c
pT

π˚>2.5 GeV/c
−0.80<yπ˚<0.80

∆φ>105o

LO Theory (µ=M/2)

pBe at 530 GeV/c
pT

π˚>2.5 GeV/c
−0.80<yπ˚<0.80

∆φ>105o

LO Theory (µ=M/2)

pBe at 800 GeV/c
pT

π˚>2.5 GeV/c
−1.05<yπ˚<0.55

∆φ>105o

LO Theory (µ=M/2)

Figure 8.3 The dipion mass distribution produced by interactions of various
beams on beryllium. The results of corresponding LO theory
calculations [11] are also shown.
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azimuthal angle between the pions to be �� > 140�, the rapidity of the pair

to be �0:35 < Y < 0:35, and j cos �?j < 0:4. They also required the total

transverse momentum of the dipion system to be less than 1 GeV/c. Figure 8.5

is a comparison with the more restrictive requirements applied to the E706 data.

Figure 8.6 is a comparison that uses the full range of our data. In both cases, the

comparisons are made as Data/Theory ratios as a function of the scaling variable
p
� � M=

p
s.

There are two di�erent versions of the LO theory in Figures 8.5 and 8.6.

The top plots in each �gure use the LO theory without kT (hkTi = 0 GeV/c).

For the data to theory ratios in the bottom plots, we used hkTi = 1:7 GeV/c

and 1.4 GeV/c for the CCOR experiment [28] at
p

s = 62:4 GeV and 44.7 GeV

respectively. For E706 (
p

s = 31:6 GeV and 38.8 GeV) we used hkTi = 1:4 GeV/c,

and for NA24 (
p

s = 23:7 GeV) we used hkTi = 0:9 GeV/c. Even though
p
�

should be una�ected by the addition of kT to the system, there are noticeable

di�erences between the top and bottom plots. In the case of Figure 8.5 these

di�erences are principally due to the Q
T
< 1 GeV/c requirement; this requirement

has a strong impact on the theory as a function of input kT. Since all three

experiments have the same requirement, and since both the CCOR and NA24

experiments imposed minimum mass requirements to avoid p
T

�0 threshold e�ects,

the addition of kT primarily changes the normalization. For the E706 data, there

are additional di�erences at low
p
� (corresponding to the peak region of the mass

spectrum) as this region of mass is somewhat sensitive to kT e�ects because of the

p
T

�0 requirements.

The restricted kinematic requirements were removed from the E706 data in

Figure 8.6. Here the di�erences between the E706 data and the CCOR and NA24

samples are considerably larger when there is no kT added to the LO theory.
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from NA24, E706, and CCOR. Each sample has the same kinematic
requirements. The LO theory [11] is described in the text; the theory
in the top plot has hkTi = 0 GeV/c, the theory in the bottom plot
has hkTi as described in the text.
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used in Figure 8.4. The LO theory is described in the text; the theory
in the top plot has hkTi = 0 GeV/c, the theory in the bottom plot
has hkTi as described in the text.
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However, since the standard set of E706 kinematic requirements do not include

cuts that strongly bias against kT, there are only slight di�erences in the data

to theory ratio for the without-kT and with-kT comparisons. (There are still

some di�erences as explained above.) In both Figures 8.5 and 8.6, the E706

data compares well with the CCOR and NA24 data samples. There is general

agreement for all of the �0�0 data.

E711 has published measurements of the production of high-mass pairs of

charged pions in pBe interactions at 800 GeV [140]. Since we have a corresponding

sample, we can directly compare the cross sections as a function of mass from the

two experiments. Figure 8.7 displays the E711 data along with the E706 data (with

the E711 kinematic requirements). For this comparison, since E711 measured

�+��, we have reduced their cross section by a factor of two to account for the

di�erence in the number of �nal states. The two data samples agree rather well

in both slope and normalization. There is some disagreement in the lowest mass

bin, however, this is probably due to the di�erent minimum p
T

�0 requirements |

the lowest E706 data point is a�ected by these requirements while the E711 data

points are presented for masses that are insensitive to their p
T

�0 requirements.

The LO pQCD theory has a large scale dependence and mismatches the data

in several key areas (particularly at large mass) indicating that higher order terms

can be signi�cant. A NLO calculation of �0�0 production exists [141], however,

results are not available for the range populated by our data. For self-consistency,

this theory requires su�ciently high p
T

cuts that few data statistics remain for

comparison. In addition, this calculation integrates analytically over transverse

elements making it di�cult to compare against kT-sensitive variables [142].

Another group has undertaken the e�ort to produce a NLO calculation that can

also include resummed contributions [143], however, that result is not anticipated

to be available for some time.
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was reduced by a factor of two to account for the di�erence in the
�nal states.
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8.1.2 Pion Transverse Momentum

Another set of distributions that can be used to test the theory is the

distribution of p
T

�0. This projection is insensitive to kT e�ects as long as both

�0's have symmetric p
T

requirements [30]. The dipion p
T

�0 spectrum for pBe

interactions at 800 GeV/c is presented in Figure 8.8. There are two entries

per pair. Results of calculations for several choices of factorization scales are

presented. The calculation provides a reasonable description of the data using the

scale � = M=2. Figures 8.9 and 8.10 display the p
T

�0 spectrum for each of our

four beam samples for data accumulated on the beryllium and hydrogen targets

respectively. The theory provides a reasonable match to the data, although there

are small slope di�erences (corresponding with the di�erences observed in the

mass distributions).

8.1.3 Angular Distributions

Another way to test pQCD is to measure the parton{parton scattering angular

distribution. For �0�0 production, the angular distribution is expected to be

sharply peaked in the forward and backward directions (Section 1.2.3). The

angular distribution is typically parameterized as in Equation 1.9. Experimentally,

the cos �? distribution can be biased by detector acceptance and minimum p
T

requirements. Since cos �? is related to rapidity, the amount of boost (�boost)

between the hadron{hadron and parton{parton center-of-momentum systems

can be used to ensure the cos �? distribution is populated evenly across the

detector [87]. The size of this requirement depends upon the desired range in

cos �?. For measurements around cos �? = 0, the full detector acceptance is

available, j�boostj < 0:8. As the range of cos �? increases, the �boost requirement

must be tightened to ensure unbiased coverage. The measurement of cos �? over
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�0 distribution produced by 800 GeV/c protons incident
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are also shown.



242 Production of High-Mass Pion Pairs

1

10

10 2

10 3

10 4

10 5

dσ
/d

p T
 (

pb
/(

G
eV

/c
) 

pe
r 

nu
cl

eo
n)

1

10

10 2

10 3

10 4

10 5

2 4 6 8 10 2 4 6 8 10
pT

π˚ (GeV/c)

π−Be at 515 GeV/c
pT

π˚>2.5 GeV/c
−0.80<yπ˚<0.80

∆φ>105o

LO Theory (µ=M/2)

π+Be at 515 GeV/c
pT

π˚>2.5 GeV/c
−0.80<yπ˚<0.80

∆φ>105o

LO Theory (µ=M/2)

pBe at 530 GeV/c
pT

π˚>2.5 GeV/c
−0.80<yπ˚<0.80

∆φ>105o

LO Theory (µ=M/2)

pBe at 800 GeV/c
pT

π˚>2.5 GeV/c
−1.05<yπ˚<0.55

∆φ>105o

LO Theory (µ=M/2)

Figure 8.9 The dipion p
T
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corresponding LO theory calculations [11] are also shown.
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T
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the range j cos �?j < 0:5 requires j�boostj < 0:25. An additional mass requirement

is placed on the data to avoid p
T

�0 threshold e�ects [144]. This prevents low mass

regions, which are heavily populated and which have a limited phase space (due

to the p
T

�0 requirement), from dominating the measurement.

The cos �? distributions for the 0.5 TeV/c �� and proton samples are displayed

in Figure 8.11. The measurement was normalized (using the parameterization)

at cos �? = 0. The parameter � was determined to be � = 2:7 � 0:2 � 0:3 for

the �� data and � = 2:5 � 0:2 � 0:3 for the proton data. The CCOR [139] and

E711 [140] experiments measured this parameter with incident proton beams.

CCOR measured2 � = 2:97 � 0:05 � 0:2 for �0�0 while E711 measured � =

3:01 � 0:04 � 0:5 and � = 3:30 � 0:07 � 0:5 for opposite sign and same sign

dihadron data respectively. Our measurements of � are slightly smaller than the

values reported by CCOR and E711.

The results from the theoretical calculation (with the same physics cuts) are

also overlayed on the data in Figure 8.11. The LO theory is systematically less

steep than the data. E711 �nds this result as well.

A comparison is also made for rapidity of the pion pair in four mass bins

(Figure 8.12). The peaked structure of the �0�0 rapidity distribution is due to

the �0 rapidity cuts.

2 CCOR employed a global �t to their data incorporating the mass dependence
of their cos �? distributions.
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8.2 Kinematic Correlations

Correlations between high-p
T
�0's can be used to investigate the transverse

momentum of partons (kT) prior to the hard scatter (Section 1.2.4). Dipion events

are more complicated to interpret than dijet, diphoton, or dimuon events since

the �0's are jet fragments and consequently have additional transverse momentum

(q
T
) with respect to the jet axis and also are a�ected by longitudinal fragmentation

e�ects. The LO pQCD theory [11] used in this study provides for both kT and q
T

e�ects through a Gaussian smearing model [145].

Several kinematic quantities were used to study kT in the dipion system. These

included the azimuthal angle between the �0's (��), the momentum in and out

of the plane (pIN and pOUT), the total p
T

of the pair (Q
T
), and the p

T
-balance

of the two �0's (z). Interpreting these variables as representations of kT outside

the LO theory framework is di�cult as each variable is a�ected to some degree

by longitudinal fragmentation e�ects (Section 1.2.4). Some variables are more

sensitive to these e�ects than others. Figure 8.13 shows the average azimuthal

angle between the two �0's as a function of the �0�0 mass. Overlayed on the data

are two results from the LO theory. The dashed line represents the case when there

is no additional transverse momentum added to the system (hkTi = 0 GeV/c and

hq
T
i = 0 GeV/c) so that the results are purely due to longitudinal fragmentation

e�ects. For this case, the �0's are back-to-back as the fragmentation function

doesn't a�ect the angular distribution. The h��i distribution is, however, a�ected

by the incorporation of transverse momentum (kT and q
T
). These results are

represented by the solid curve; on average, the �0's are no longer back-to-back.

Fixing hq
T
i = 600 MeV/c [28, 29], we can vary kT in the LO theory to estimate

its e�ect upon the shape of the �� distributions as illustrated in Figure 8.14. Here
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from the LO theory [11] are overlayed on the data.
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Figure 8.14 The dipion �� distribution produced by interactions of various
beams on beryllium. The results of corresponding LO theory
calculations [11] are also shown.
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the dotted curve represents the theoretical shape with hkTi = 0:0 GeV/c. This

distribution is too narrow to match well with the data. Two additional curves

are overlayed on the data, one with hkTi = 1:2 GeV/c (dashed) and one with

hkTi = 1:4 GeV/c (solid). (The spread in these values is provided to illustrate

the impact of small changes in kT.) The curves with non-zero kT better represent

the data. Similar distributions measured for the hydrogen target are given in

Figure 8.15.

Average values for selected kinematic quantities (pOUT, pIN, and Q
T
) as

a function of mass are shown in Figure 8.16. The size of the longitudinal

fragmentation contribution varies for these variables. Like ��, pOUT is not very

sensitive to these longitudinal fragmentation e�ects. Variables such as Q
T

and

pIN (and the �0 p
T
-balance, z) are sensitive to them and, consequently, are less

sensitive to the impact of kT. The LO theory includes both the transverse and

longitudinal contributions and successfully characterizes these data distributions.

Shape comparisons between the data and the theory for these variables are

presented in Figures 8.17, 8.18, 8.19, and 8.20 in the same fashion as the ��

comparisons above. For pOUT, the shapes of the hkTi = 0 GeV/c curves are

narrower than the data and the non-zero kT curves reasonably reproduce the

shape of the data distributions. The other distributions (pIN, Q
T
, and z), are less

sensitive to kT e�ects; still, the theory with kT represents the data better than the

theory without kT. These distributions were measured with data from interactions

in the beryllium target. Corresponding comparisons for data from interactions in

the hydrogen target for pOUT (Figure 8.21) and pIN (Figure 8.22) are also shown.

As with the �� distributions, the theory also agrees with the hydrogen data.
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Figure 8.15 The dipion �� distribution produced by interactions of various beams
on hydrogen. The results of corresponding LO theory calculations [11]
are also shown.
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Figure 8.17 The dipion pOUT distribution produced by interactions of various
beams on beryllium. There are two entries per pair. The results of
corresponding LO theory calculations [11] are also shown.
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Figure 8.18 The dipion pIN distribution produced by interactions of various
beams on beryllium. There are two entries per pair. The results of
corresponding LO theory calculations [11] are also shown.
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Figure 8.19 The dipion Q
T

distribution produced by interactions of various
beams on beryllium. The results of corresponding LO theory
calculations [11] are also shown.
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Figure 8.20 The dipion z distribution produced by interactions of various beams
on beryllium. There are two entries per pair. The results of
corresponding LO theory calculations [11] are also shown.
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Figure 8.21 The dipion pOUT distribution produced by interactions of various
beams on hydrogen. There are two entries per pair. The results of
corresponding LO theory calculations [11] are also shown.
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Figure 8.22 The dipion pIN distribution produced by interactions of various
beams on hydrogen. There are two entries per pair. The results of
corresponding LO theory calculations [11] are also shown.
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9.1 Eta{Pion Production

In this chapter we present measurements of the production of high-mass ��0

pairs produced by 515 GeV/c �� and 530 GeV/c and 800 GeV/c proton beams

incident upon the beryllium target. Tables for these measurements can be found

in Appendix B. There is a minimum p
T

requirement on each � and �0 of 2.5 GeV/c.

Mesons were also required to be central, with rapidities of �0:8 < y < 0:8 for the

0.5 TeV/c beams and �1:05 < y < 0:55 for the 0.8 TeV/c beam. The azimuthal

angle between the � and �0 was required to be at least 105�.

Assuming the two �nal state partons fragment into hadrons independently,

the ratio �(��0)=�(�0�0) is expected to be twice the inclusive ratio, �(�)=�(�0).

This comparison is presented in Figure 9.1 as a function of mass. We use constant

values for the �(�) to �(�0) ratios as they are at functions of p
T

and rapidity [119].

Given the statistics, there is good agreement between these ratios, indicating the

independent fragmentation hypothesis is reasonable.

High-mass ��0 events display similar kT signatures to those found in dipion

events (Section 8.2). Shape comparisons between the ��0 and the �0�0 in ��,

pOUT, and Q
T
are presented in Figures 9.2, 9.3, and 9.4. Theory overlays are not

shown as there are no available fragmentation functions that describe � production

appropriately for the available LO pQCD theory [11].
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Figure 9.1 Ratio of �(��0) to �(�0�0) as a function of mass. Additional
requirements on the combinations contributing to this distribution
are summarized at the beginning of Chapter 9. Twice the measured
inclusive ratio �(�)=�(�0) (Figure 5.12) is presented as an overlay.
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Figure 9.2 Shape comparison in �� between ��0 (points) and �0�0 events (his-
togram). Additional requirements on the combinations contributing
to this distribution are summarized at the beginning of Chapter 9.
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9.2 Eta{Eta Production

There was very little reconstructed signal for �� production. This was

expected since the combination of production rate, branching ratio, and

acceptance reduce the measurable rate of �� production by a factor of� 1000. The

integrated cross section was measured for p
T

� > 2:5 GeV/c in ��Be interactions at

515 GeV/c as 7400� 6300 pb. All other samples had null results. Assuming the

two outgoing partons from the hard-scatter fragment independently, we expect

�(��)=�(�0�0) = 0:25. The measured value of this ratio is 0:5� 0:4 which is not

inconsistent with the hypothesis.



Chapter 10 Production of Photon|Pion Pairs

In this chapter we present measurements of the high-mass production of �0

pairs produced by 515 GeV/c �� incident upon beryllium and copper targets.

Tables for these, and supporting, measurements can be found in Appendix C.

Unless otherwise noted, there is a minimum p
T

requirement of 2.5 GeV/c on each

�0 and 4.0 GeV/c on each photon. Particles were required to be central, with

rapidities in the range �0:8 < y < 0:8. The azimuthal angle between the photon

and the �0 was required to be at least 105�.

All theory curves [11] presented in this chapter use the BKK fragmentation

function [20] for �0 production. The fragmentation scale was �xed at mF = p
T

�0=2.

GRV92LO [18] was used for the parton distribution function.

10.1 Cross Section Measurements

We can test the underlying pQCD theory by examining the cross section as

a function of several variables. Mass is a useful variable for this purpose as it is

invariant under transverse boosts and therefore insensitive to kT e�ects (except

for smearing across the p
T

cut). Other variables insensitive to kT e�ects include

p
T
, rapidity, and cos �?.

10.1.1 Mass Distributions

The �0 mass spectrum for ��Be interactions is presented in Figure 10.1. The

cross section rises at low mass, peaks, and then falls exponentially with increasing

mass. This behavior is due to the minimum p
T

requirements (Section 8.1.1).

Changing the minimum p
T

 requirement illustrates this e�ect; Figure 10.2 displays

the mass distribution for several choices of the minimum p
T

requirement on the

photon.
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beryllium. The results of corresponding LO theory calculations [11]
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Cross Section Measurements 267

1

10

10 2

5 10 15

dσ
/d

M
 (

pb
/(

G
eV

/c2 ) 
pe

r 
nu

cl
eo

n)

pT
γ>4.0 GeV/c

5 10 15

pT
γ>4.5 GeV/c

5 10 15
Mass (GeV/c2)

pT
γ>5.0 GeV/c

π−Be→γπ0 at 515 GeV/c
pT

γ > 4.0 GeV/c−0.8 < yγ < 0.8
pT

π˚ > 2.5 GeV/c−0.8 < yπ˚ < 0.8
∆φ > 105o

LO Theory (µ=M/4)

Figure 10.2 The �0 mass distribution for several di�erent minimum p
T

 require-
ments. The results of corresponding LO theory calculations [11] are
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Overlayed on the data in Figure 10.1 are the results from the LO pQCD

theory calculation [11] for two choices of factorization scale. (The fragmentation

scale was p
T

�0=2 for each of these curves.) The scale that best describes the

data is � = M=4; this scale is used as the default. The theory characterizes the

data normalization and shape, however, it systematically underestimates the cross

section at low mass.

10.1.2 Transverse Momentum and the Fragmentation Function

A pseudo-fragmentation distribution can be created by comparing p
T

�0 to

p
T

 event-by-event (pseudo-z = p
T

�0=p
T

). De�ned in this manner, the pseudo-

fragmentation distribution is insensitive to kT e�ects. The distribution was then

normalized to the integrated �0 cross section. Given the relatively high p
T

requirement placed on the �0 (p
T

�0 > 2:5 GeV/c), this sample is only sensitive to

the high-z portion of the fragmentation function. Figure 10.3 shows the pseudo-

fragmentation function for a high-p
T

 bin. The turn-over at low z is due to the

unequal coverage in pseudo-z across the p
T

 bin (zmin � 0:45 for p
T

 = 5:5 GeV/c

versus zmin � 0:33 for p
T

 = 7:5 GeV/c). The distribution falls exponentially at

higher values of pseudo-z.

Overlayed on the left side of Figure 10.3 are the results from the LO theory

using the BKK fragmentation function [20]. The theory calculation represents the

overall shape of the data distributions, but seems to have a slightly steeper slope at

high z. Since the data have low statistics, a comparison is made on the right side of

Figure 10.3 between the pseudo-fragmentation function measured from �0 events

produced in ��Be interactions at 515 GeV/c and the z distribution of charged

particles in a jet opposite an isolated direct photon produced in pBe interactions

at 800 GeV/c [146]. This latter sample used a slightly di�erent de�nition of z
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(zrescaled = z � (p
T

jet=p
T

) [147]); the normalization has been oated to allow

for the slope comparison. Although di�erences have been seen in distributions

of charged particles opposite direct photons between the �� and proton beams

at high z, these di�erences are fairly small [147]. The slopes of the two data

fragmentation distributions are in agreement.

10.1.3 Angular Distributions

Another way to test pQCD is to measure the parton{parton scattering angular

distribution. For �0 production, the angular distribution is expected to be

relatively at (Section 1.2.3). Parameterizing the angular distribution as given

in Equation 1.9, it is expected that � � 1 for direct-photon data [11]. The

cos �? distribution is displayed in Figure 10.4; the measurement was normalized at

cos �? = 0. Additional requirements were placed on the sample to avoid biases due

to the p
T

and rapidity cuts [87, 144]. The result from the theoretical calculation

(with the same physics cuts) is also overlayed on the data in Figure 10.4. The

LO theory provides a reasonable description of the data; the best � value for this

data is � = 1:1 (the data statistics do not allow for a precise measurement of

this value). The �0 data is much atter than the corresponding dipion sample

(Figure 8.11) which has � = 2:7� 0:2� 0:3.

A comparison is also made in Figure 10.5 for the �0 rapidity in three mass

bins. The theory nicely agrees with the shape of the data.

10.2 Kinematic Correlations

Correlations between high-p
T

photons and �0's can be used to investigate the

transverse momentum of partons (kT) prior to the hard scatter (Section 1.2.4).

The photon{pion events are more complicated to interpret than dijet, diphoton,
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or dimuon events since the �0's are jet fragments and have additional transverse

momentum (q
T
) with respect to the jet axis and also are a�ected by longitudinal

fragmentation e�ects. The LO pQCD theory [11] used in this study provides for

both kT and q
T

e�ects through a Gaussian smearing model [145].

Several kinematic quantities were used to study kT in the �0 system.

These included the azimuthal angle between the particles (��), the out-of-plane

momentum (pOUT), and the total p
T

of the pair (Q
T
). Interpretation of these

variables as representations of kT outside of the LO theory framework is di�cult as

each variable is a�ected to some degree by the asymmetric p
T

requirements between

direct photons and �0's and by longitudinal fragmentation e�ects (Section 1.2.4).

Some variables are more sensitive to these e�ects than others. Figure 10.6 shows

the average azimuthal angle between the two particles as a function of the �0

mass. Overlayed on the data are two results from the LO theory. The dashed line

represents the case when there is no additional transverse momentum added to

the system (hkTi = 0 GeV/c and hq
T
i = 0 GeV/c) so that the results are purely

due to longitudinal fragmentation e�ects. For this case, the particles are still

back-to-back as neither the asymmetric p
T

requirements nor the fragmentation

function a�ect the angular distribution. This distribution is, however, a�ected by

the addition of transverse momentum (kT and q
T
) which is represented as the solid

curve; on average, the particles are no longer back-to-back. Average values for

pOUT and Q
T

as a function of mass are also shown in Figure 10.6. The size of the

asymmetric p
T

requirement and longitudinal fragmentation contributions varies

for these two variables. Like ��, pOUT is not very sensitive to these longitudinal

fragmentation e�ects nor is it sensitive to the asymmetric p
T

requirements. Q
T

is sensitive to them which reduces sensitivity to the impact of kT. The LO

theory includes both the transverse and longitudinal contributions and reasonably

accommodates these distributions.
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Fixing hq
T
i = 600 MeV/c [28, 29], we can vary kT in the LO theory to

estimate its e�ect upon the shape of the ��, pOUT, and Q
T

distributions shown in

Figures 10.7, 10.8, and 10.9. The dotted curves represent the theoretical shapes

with hkTi = 0:0 GeV/c. These distributions are too narrow to describe the data.

Two additional curves are overlayed on the data, one with hkTi = 1:2 GeV/c

(dashed) and one with hkTi = 1:4 GeV/c (solid). (The spread in these values is

given to illustrate the impact of small changes in hkTi.) The distributions with

non-zero kT give a much better representation of the �� and pOUT data. The

Q
T

distribution is less sensitive to kT e�ects and the data does not provide much

discrimination between the theory curves.
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In this chapter we present measurements of the high-mass production of

photon pairs produced by 515 GeV/c �� incident upon beryllium. Unless

otherwise noted, there is a minimum p
T

requirement of 4.0 GeV/c on each photon.

Photons were required to be central, with rapidities in the range �0:8 < y < 0:8.

The azimuthal angle between the photons was required to be at least 105�. All

of the calculations in this chapter use the GRV92 [18, 148] parton distribution

functions.

Correlations between high-p
T

photons provide useful tests of pQCD. Com-

parisons between data and theory for kT-insensitive and kT-sensitive distributions

shed light on fundamental di�erences between di�erent theories. Two NLO pQCD

calculations are considered in this analysis. The �rst is the NLO theory by Bai-

ley, Owens, and Ohnemus [149]. This theory includes the subprocesses listed in

Table 1.5. The second theory is RESBOS [150], an NLO calculation that has been

resummed according to the Collins-Soper-Sterman (CSS) soft-gluon resummation

formalism [151], originally developed for Drell-Yan production. As a function of

 mass, or of p
T

, these two theories should yield similar results since these vari-

ables are insensitive to transverse boosts due to incident soft-gluon emission [152].

Figures 11.1 and 11.2 show comparisons between data and theory for these two

distributions. Both theories agree with the shape of the data, although the re-

summed theory seems to provide slightly better agreement. This is particularly

true near the p
T

 threshold, where kT e�ects are expected to have greater im-

pact. Still, the di�erences between the theory calculations are small and the data

statistics are insu�cient to distinguish between them.

279
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Larger di�erences between the two theories are expected for distributions

sensitive to the e�ects of multiple soft-gluon emission [153]. Such distributions

include the azimuthal angle between the particles (��), the out-of-plane-

momentum (pOUT), the total p
T

of the pair (Q
T
), and the p

T
balance of the photons

(z). Figures 11.3, 11.4, 11.5, and 11.6 display comparisons between the shapes of

data and theory for these variables. There was a minimum mass requirement of

10 GeV/c2 for these distributions to avoid e�ects due to the large background

subtraction at low mass (Figure 7.16).

There are large di�erences between the shapes of the theories. At leading

order, each of these distributions would consist of a delta function. While the

NLO theory has non-zero width due to the radiation of a single hard gluon, the

resummed theory, which also includes the e�ects of multiple soft-gluon emission,

characterizes the data shapes much better. This is particularly true for the Q
T

distribution (Figure 11.5) where the NLO calculation tends towards in�nity as

Q
T
! 0 GeV/c, while the RESBOS calculation follows the shape of the data and

goes to zero.

From these data distributions we can estimate a value for hkTi assuming the

diphoton distributions directly reect the transverse momentum of the interacting

partons. As discussed in Section 1.2.4, the total p
T

of the pair of photons is related

to kT/parton by hkTi � hQ
T
i=p2. Assuming all of the out-of-plane momentum

is due to kT e�ects, then the mean of the pOUT distribution, hjpOUTji � hkTi,
and the width (assuming a Gaussian distribution), �(pOUT) �

p
4=� hkTi, can

also be used to extract values for hkTi. Values for these quantities are listed in

Table 11.1. Using the parameterized Monte Carlo (Section 5.2), we can estimate

the contribution to the widths of these distributions due to the resolution of the

EMLAC. For the Q
T

distribution the experimental resolution is approximately
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Experimental Measured
hkTiQuantity Resolution Value

(GeV/c)
(MeV/c) (GeV/c )

hQ
T
i 100 1:6� 0:5 1:1� 0:4

�(pOUT) 10 1:3� 0:2 1:1� 0:2

hjpOUTji 10 1:1� 0:3 1:1� 0:3

Table 11.1 E�ective hkTi values from several diphoton distributions.

100 MeV/c and for pOUT it is approximately 10 MeV/c (for �� the resolution

is approximately 0.4 degrees). These values are negligible on the scale of the

measurements. All three quantities yield approximately the same value for hkTi
with the best estimate hkTi = 1:1� 0:2 GeV/c. It is possible to approximate kT

e�ects in PYTHIA1 using a Gaussian smearing technique. This program, using the

value hkTi = 1:1 GeV/c, also provides a reasonable match to the distributions in

Figures 11.3, 11.4, 11.5, and 11.6.

A measurement of the diphoton angular distribution provides another test

of QCD. The cos �? distribution is displayed in Figure 11.7. Using the

parameterization for this distribution given in Equation 1.9, the cos �? distribution

was normalized at cos �? = 0. Additional requirements were placed on the sample

to avoid biases due to the p
T

and rapidity cuts [87, 144]. The result from the

resummed theoretical calculation [150] with the same physics cuts is overlayed

on the data in Figure 11.7. The theory provides a good description of the data

(though the data has poor statistics). For this data, the best � value is � = 0:9

(the data statistics do not allow for a precise measurement of this value). The

 cos �? distribution is atter than that for the corresponding dipion sample

(Figure 8.11).

1 PYTHIA is an event generator that produces diphotons via the q�q and gg
processes (Table 1.5).
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Direct-photon production has long been viewed as an ideal process for

measuring the gluon distribution in the proton, and has been calculated to NLO in

pQCD [154]. The quark{gluon Compton scattering subprocess (gq ! q as shown

in Figure 1.4) provides a large contribution to inclusive direct-photon production.

The gluon distribution is relatively well constrained for x < 0:1 by deep-inelastic

scattering and Drell-Yan data, but less so at larger x [155]. Direct-photon data

can constrain the �ts at large x, and consequently has been incorporated in

several modern global parton distribution analyses [17, 18, 156]. In this chapter

we summarize the results discussed in this thesis, placing them in the context

of the other results obtained in E706 and other experiments that measured the

production of direct photons.

A pattern of deviation has been observed between measured direct-photon

cross sections and NLO calculations (Figures 12.1 and 12.2). The suspected origin

of the disagreement is the e�ect of initial-state soft-gluon radiation [157, 145].

Correlations between high-p
T

particles probe aspects of the hard scatter not easily

accessible via studies of single inclusive particle production. In particular, studies

of high-mass pairs of particles such as direct photons and �0's can be used to

extract information about the transverse momentum of partons prior to the hard

scatter. Evidence of signi�cant kT has long been observed in measurements of

dimuon, diphoton, and dijet production. A collection of measurements of the

average transverse momentum of the pairs (hQ
T
i) is displayed in Figure 12.3 for a

wide range of
p

s. The values of hQ
T
i are large, and increase with increasing

p
s.

The values of hkTi per parton (estimated as � hQ
T
i=p2) indicated by these data

are too large to be interpreted as only due to the size of the proton. From these
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observations, one can infer the hkTi per parton is of order 1 GeV/c at �xed-target

energies, increasing to 3 to 4 GeV/c at the Tevatron collider, whereas one would

expect hkTi values on the order of 0.3 to 0.5 GeV/c based solely on proton size.

The distributions of high-mass direct-photon pairs as a function of ��, pOUT,

Q
T
, and z are shown in Figure 12.4 for 515 GeV/c ��Be interactions. Overlayed

on the data are the results from both NLO [149] and resummed [150] pQCD

calculations. The shape of the NLO calculation is inconsistent with the data

distributions. The resummed calculation (RESBOS), which incorporates the e�ects

of multiple soft-gluon emission, provides a reasonable match to the shape of the

data. Also shown are the double direct-photon distributions from PYTHIA [121],

where kT e�ects have been approximated by a Gaussian smearing technique.

PYTHIA provides a reasonable description of the diphoton data using a value for

hkTi consistent with the measurements displayed in Figure 12.4.

Similar signatures for kT e�ects were seen in the analyses of high-mass �0�0

(Chapter 8), ��0 (Chapter 9), and �0 (Chapter 10). This is illustrated by

Figure 12.5 which shows a comparison of the pOUT distribution from each of

the samples. The LO pQCD calculation [11], which incorporates kT e�ects using

a Gaussian smearing technique similar to that used in PYTHIA [121], provides

a reasonable characterization of kT-sensitive variables such as �� and pOUT for

hkTi values similar to that measured for diphotons. The hkTi values necessary to

provide good matches to the data are slightly larger for �0�0 and �0 than for ,

but that is expected since �0's emanate from �nal-state quarks and gluons which

can produce additional gluon radiation.

A comparison between our measured high-p
T

D� cross section and NLO

pQCD [158] (Figure 12.6) also shows evidence of substantial kT. Similar soft-

gluon e�ects are expected in other hard-scattering processes, such as the inclusive
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production of jets or direct photons [159, 160, 161, 15]. Invariant cross sections for

inclusive direct-photon and �0 production are displayed for the 515 GeV/c ��Be

sample in Figure 12.7 with overlays from theory. Discrepancies between the NLO

theory (dotted curves) and the data are particularly striking.

Fully resummed pQCD calculations for single direct-photon production are

anticipated shortly [162, 163, 143]. Two independent threshold resummed pQCD

calculations now exist [164, 165]; this resummed theory, which does not include

kT e�ects, exhibits less dependence on scale than the NLO theory (Figure 12.8).

The threshold resummed calculation agrees with the NLO calculation for scale

� = p
T
=2. This scale was chosen for our inclusive comparisons with NLO pQCD.

The equivalent scale, � = p
T
=2 � M=4, successfully characterized the �0 cross

section as a function of the kT-insensitive mass variable (Figure 10.2). Since

current NLO calculations do not account for the e�ects of multiple soft-gluon

emission, we employed a phenomenological model to incorporate kT e�ects in

pQCD calculations of direct-photon and �0 production [166, 145].

We use the same LO pQCD [11], which successfully characterized the high-

mass pairs, to create K-factors for inclusive cross sections (Figure 12.9), and

then apply these K-factors to the NLO calculations. We recognize that this

procedure involves a risk of double-counting since some of the kT-enhancement

may already be contained in the NLO calculation. However, we expect the

e�ects of such double-counting to be small. The generated kT-enhancements,

using hkTi values consistent with the high-mass pair data, describe both the shape

and normalization of direct-photon and �0 inclusive cross sections (Figures 12.7

and 12.10).
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Figure 12.6 Charged D meson production for 515 GeV/c ��N interactions as a
function of the p

T
of the charged D. Overlayed are the results of NLO

calculations with and without kT [158].
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Figure 12.8 Comparison between a threshold resummed and a NLO theory
calculation for direct-photon production for two scale choices: p

T
=2

and 2p
T

[164]. The threshold resummed theory exhibits a smaller
dependence on scale than the NLO calculation and corresponds to
the NLO theory with � = p

T
=2.
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We can use this phenomenological kT model to compare with results of

other experiments. The consequences of kT smearing are expected to depend on
p

s (Figure 12.3). At the Tevatron collider [167], where p
T

is large compared

to kT, the above model of soft-gluon radiation leads to a relatively small

modi�cation of the NLO cross section. Only the lowest end of the p
T

spectrum

is modi�ed signi�cantly (Figure 12.11). Using diphotons, CDF has measured

hkTi = 3:6 � 0:8 GeV/c at
p

s = 1:8 TeV [24]. Employing this value, the

phenomenological model adequately describes the excess over NLO theory at low

p
T

for both CDF and D�. The agreement between the phenomenological model

and the collider direct-photon data can also be seen in preliminary CDF data at
p

s = 630 GeV (Figure 12.12).

Comparisons are also shown for WA70 [169, 54, 55] and UA6 [58] data

(Figure 12.13). Both WA70 and UA6 have measured direct-photon and �0

production with good statistics, and their direct-photon data have been included

in recent global �ts of parton distributions. The center-of-mass energies for these

two experiments (
p

s � 24 GeV) are lower than those for E706. Correspondingly,

hkTi values for these experiments are expected to be slightly smaller than the

values used for E706. WA70 measured hkTi = 0:9 � 0:1 � 0:2 GeV/c using

their diphoton sample [66, 23]. We therefore use this hkTi as the central value

for the kT-enhancement factors for both experiments, and vary the hkTi by

�0:2 GeV/c (Figure 12.13). Over the narrower p
T

range of the WA70 and UA6

measurements, the e�ect of kT is essentially to produce a shift in normalization.

The kT-enhanced theory compares well with the �0 cross sections and with the

UA6 and �� beam WA70 direct-photon cross sections.

There are other, similar, phenomenological models that account for kT e�ects

in direct-photon and �0 production [170, 171]. Such models are motivated by
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studies for the Relativistic Heavy Ion Collider (RHIC) where it is hoped that

direct-photon production can be used as one indication of quark{gluon plasma

formation. Direct photons are expected to emerge without much rescattering in

the �nal state, but the production rates of hadrons such as the �0 should be

suppressed [172]. Analyses of pairs of direct photons and �0's are particularly

interesting since they can be used to examine features of the quark{gluon

plasma formation that are not easily studied by measurements of single-particle

production [173].

Measurements of the production of high-mass pairs of high-p
T

particles at

E706 provide a consistent picture of kT. NLO pQCD calculations [149], which

include e�ects due to the radiation of a single hard gluon, compare poorly to kT-

sensitive distributions in diphoton data. RESBOS [150], a NLO pQCD calculation,

which also includes the e�ects of multiple soft-gluon emission through the CSS

resummation technique, compares well with the shape of the diphoton data. LO

pQCD calculations [11, 121] that incorporate kT e�ects through Gaussian smearing

techniques, provide reasonable characterizations of distributions for pairs of direct

photons, �0's, and �'s. LO theory can also be used to estimate the impact of

kT on the inclusive production of high-p
T

direct photons and �0's. This simple

phenomenological model is able to account for di�erences between NLO pQCD

calculations and inclusive data over a wide range in
p

s. This, and the success of

the kT-resummed pQCD calculation in describing the shapes of the double direct-

photon distributions, point to the need for a kT-resummed pQCD calculation for

single direct-photon production. Such a calculation would be of bene�t in the

extraction of the gluon distribution function at medium to high-x values, where

G(x) is not well constrained.
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Appendix A Tabulated Cross Sections: �
0
�
0

This appendix contains the tabulated cross sections for the data described in

Chapter 8 along with additional, supporting, information. Unless otherwise noted,

there is a minimum p
T

requirement on each �0 of 2.5 GeV/c. Mesons were also

required to be central, with rapidities of �0:8 < y < 0:8 for the 0.5 TeV/c beams

and �1:05 < y < 0:55 for the 0.8 TeV/c beam. The azimuthal angle between the

�0's was required to be at least 105�.

Cross sections are presented as A� B� C where A represents the measured

value, B is the statistical uncertainty on A, and C is the systematic uncertainty

on the measurement calculated with the information presented in Section 7.7.
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Table A.1 Di�erential cross section per nucleon, d�=dM, for several minimum

p
T

�0 requirements for �0�0 events produced in ��Be interactions
at 515 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning
of Appendix A.
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Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) Be Cu H

4:0 ! 4:5 134� 41� 25 290� 150� 50 |

4:5 ! 5:0 1160� 100� 220 1290� 380� 240 1180� 470� 220

5:0 ! 5:5 6060� 250� 1140 6100� 890� 1140 6800� 1300� 1300

5:5 ! 6:0 8360� 250� 1570 11100� 1100� 2100 8100� 1900� 1500

6:0 ! 6:5 6450� 220� 1210 7610� 670� 1430 7300� 1100� 1400

6:5 ! 7:0 4180� 170� 780 5130� 600� 960 3140� 920� 590

7:0 ! 7:5 2460� 130� 460 2390� 340� 450 1520� 570� 290

7:5 ! 8:5 1113� 53� 209 1260� 130� 240 1030� 230� 190

8:5 ! 10:0 280� 17� 53 251� 50� 47 330� 100� 60

10:0 ! 12:0 46:1� 6:2� 8:6 67� 24� 13 65� 33� 12

12:0 ! 14:0 6:9� 1:9� 1:3 5:3� 3:8� 1:0 18� 23� 3

14:0 ! 16:0 1:4� 1:0� 0:3 | |

Table A.2 Di�erential cross section per nucleon, d�=dM, for various targets for
�0�0 from the 515 GeV/c �� sample. Additional requirements on
the combinations contributing to this distribution are summarized at
the beginning of Appendix A.

Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) Be Cu H

4:0 ! 5:5 2700� 1100� 500 5300� 2900� 1000 1900� 1100� 300

5:5 ! 7:0 6200� 1200� 1200 10100� 3300� 1900 4600� 3200� 900

7:0 ! 9:5 830� 470� 160 510� 870� 90 1540� 640� 290

9:5 ! 12:5 115� 58� 22 | |

Table A.3 Di�erential cross section per nucleon, d�=dM, for various targets for
�0�0 from the 515 GeV/c �+ sample. Additional requirements on
the combinations contributing to this distribution are summarized at
the beginning of Appendix A.
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Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) p
T

�0 > 2:5 GeV/c p
T

�0 > 3:0 GeV/c p
T

�0 > 4:0 GeV/c p
T

�0 > 5:0 GeV/c

4:0 ! 4:5 212� 81� 40 | | |

4:5 ! 5:0 1300� 160� 240 | | |

5:0 ! 5:5 6780� 420� 1270 27� 13� 5 | |

5:5 ! 6:0 8560� 350� 1600 101� 28� 19 | |

6:0 ! 6:5 6050� 280� 1130 649� 48� 122 | |

6:5 ! 7:0 4350� 210� 820 1074� 58� 201 | |

7:0 ! 7:5 2360� 120� 440 1008� 55� 189 | |

7:5 ! 8:0 1274� 90� 239 663� 49� 124 | |

8:0 ! 8:5 651� 50� 122 488� 37� 91 28:9� 8:1� 5:4 |

8:5 ! 9:0 408� 43� 76 344� 31� 65 55� 10� 10 |

9:0 ! 9:5 168� 28� 32 151� 24� 28 47:0� 9:4� 8:8 |

9:5 ! 10:0 132� 18� 25 128� 16� 24 71� 11� 13 |

10:0 ! 11:0 48:7� 7:5� 9:1 48:3� 7:1� 9:0 29:4� 5:4� 5:5 1:2� 1:4� 0:2

11:0 ! 12:5 9:8� 2:7� 1:8 9:8� 2:7� 1:8 8:2� 2:4� 1:5 2:9� 1:3� 0:6

12:5 ! 14:0 1:5� 1:2� 0:3 1:5� 1:2� 0:3 1:5� 1:2� 0:3 1:0� 1:1� 0:2

Table A.4 Di�erential cross section per nucleon, d�=dM, for several minimum

p
T

�0 requirements for �0�0 events produced in pBe interactions
at 530 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning
of Appendix A.
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Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) Be Cu H

4:0 ! 4:5 212� 81� 40 70� 140� 10 |

4:5 ! 5:0 1300� 160� 240 1260� 860� 240 1660� 580� 310

5:0 ! 5:5 6780� 420� 1270 6900� 1000� 1300 6300� 770� 1180

5:5 ! 6:0 8560� 350� 1600 9100� 1200� 1700 8630� 700� 1620

6:0 ! 6:5 6050� 280� 1130 6460� 580� 1210 6580� 740� 1230

6:5 ! 7:0 4350� 210� 820 3650� 410� 680 4300� 500� 810

7:0 ! 7:5 2360� 120� 440 1630� 280� 310 2400� 300� 450

7:5 ! 8:5 962� 51� 180 570� 100� 110 820� 120� 150

8:5 ! 10:0 236� 18� 44 204� 31� 38 229� 36� 43

10:0 ! 12:0 30:1� 4:1� 5:6 27:2� 8:0� 5:1 28� 10� 5

12:0 ! 14:0 2:8� 1:3� 0:5 7:6� 4:4� 1:4 5:9� 4:2� 1:1

14:0 ! 16:0 | | 2:5� 2:5� 0:5

Table A.5 Di�erential cross section per nucleon, d�=dM, for various targets
for �0�0 events from the 530 GeV/c proton sample. Additional
requirements on the combinations contributing to this distribution
are summarized at the beginning of Appendix A.
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Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) p
T

�0 > 2:5 GeV/c p
T

�0 > 3:0 GeV/c p
T

�0 > 4:0 GeV/c p
T

�0 > 5:0 GeV/c

4:0 ! 4:5 570� 180� 110 | | |

4:5 ! 5:0 5100� 1100� 1000 | | |

5:0 ! 5:5 18200� 2200� 3400 28� 21� 5 | |

5:5 ! 6:0 18300� 1100� 3400 334� 65� 63 | |

6:0 ! 6:5 13190� 810� 2470 1410� 130� 260 | |

6:5 ! 7:0 8570� 570� 1610 2000� 160� 380 | |

7:0 ! 7:5 4020� 310� 750 1570� 140� 290 | |

7:5 ! 8:0 2470� 260� 460 1390� 120� 260 4:1� 2:9� 0:8 |

8:0 ! 8:5 1340� 220� 250 1040� 140� 200 66� 18� 12 |

8:5 ! 9:0 980� 190� 180 622� 98� 117 75� 20� 14 |

9:0 ! 9:5 474� 95� 89 433� 69� 81 79� 26� 15 |

9:5 ! 10:0 351� 64� 66 263� 44� 49 117� 20� 22 4:5� 3:2� 0:9

10:0 ! 11:0 109� 20� 20 105� 20� 20 70� 14� 13 10:2� 3:8� 1:9

11:0 ! 12:5 25:1� 7:2� 4:7 25:1� 7:2� 4:7 17:4� 5:8� 3:3 4:9� 2:8� 0:9

12:5 ! 14:0 8:5� 4:1� 1:6 8:5� 4:1� 1:6 8:5� 4:1� 1:6 5:8� 3:5� 1:1

14:0 ! 16:0 3:7� 2:4� 0:7 3:7� 2:4� 0:7 3:7� 2:4� 0:7 3:7� 2:4� 0:7

16:0 ! 18:0 1:4� 1:4� 0:3 1:4� 1:4� 0:3 1:4� 1:4� 0:3 1:4� 1:4� 0:3

Table A.6 Di�erential cross section per nucleon, d�=dM, for several minimum

p
T

�0 requirements for �0�0 events produced in pBe interactions
at 800 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning
of Appendix A.
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Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) Be Cu H

4:0 ! 4:5 570� 180� 110 1050� 640� 200 110� 110� 20

4:5 ! 5:0 5100� 1100� 1000 5000� 1500� 900 3490� 800� 650

5:0 ! 5:5 18200� 2200� 3400 14900� 4700� 2800 15000� 3200� 2800

5:5 ! 6:0 18300� 1100� 3400 18700� 2200� 3500 16100� 1800� 3000

6:0 ! 6:5 13190� 810� 2470 12000� 2200� 2200 14400� 1700� 2700

6:5 ! 7:0 8570� 570� 1610 9300� 1300� 1700 9000� 2000� 1700

7:0 ! 7:5 4020� 310� 750 5030� 1000� 940 5110� 720� 960

7:5 ! 8:5 1900� 170� 360 2160� 420� 410 2250� 330� 420

8:5 ! 10:0 602� 75� 113 320� 110� 60 710� 180� 130

10:0 ! 12:0 69� 11� 13 47� 20� 9 26� 27� 5

12:0 ! 14:0 11:1� 3:8� 2:1 8:9� 5:3� 1:7 |

14:0 ! 16:0 3:7� 2:4� 0:7 | |

16:0 ! 18:0 1:4� 1:4� 0:3 | |

Table A.7 Di�erential cross section per nucleon, d�=dM, for various targets for
�0�0 from the 800 GeV/c proton sample. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.
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p
T

d�=dp
T

(pb=(GeV=c))

(GeV/c) Be Cu H

2:50 ! 2:75 48400� 1000� 9100 54300� 3700� 10200 43400� 5500� 8100

2:75 ! 3:00 29400� 660� 5510 39100� 2400� 7300 34100� 4500� 6400

3:00 ! 3:25 17940� 450� 3360 19800� 1800� 3700 19100� 2500� 3600

3:25 ! 3:50 11040� 340� 2070 12700� 1200� 2400 8800� 1800� 1700

3:50 ! 3:75 7030� 310� 1320 8010� 840� 1500 5500� 1400� 1000

3:75 ! 4:00 4920� 240� 920 5920� 710� 1110 4300� 990� 810

4:00 ! 4:50 2790� 110� 520 2900� 360� 540 1920� 540� 360

4:50 ! 5:00 1114� 64� 209 1230� 190� 230 1120� 350� 210

5:00 ! 5:50 516� 50� 97 620� 150� 120 500� 180� 90

5:50 ! 6:50 153� 18� 29 98� 46� 18 196� 83� 37

6:50 ! 8:50 27:3� 5:0� 5:1 20� 14� 4 85� 49� 16

8:50 ! 11:00 0:49� 0:93� 0:09 2:2� 2:2� 0:4 |

Table A.8 Di�erential cross section per nucleon, d�=dp
T
, for several targets for

�0�0 from the 515 GeV/c �� sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.

p
T

d�=dp
T

(pb=(GeV=c))

(GeV/c) Be Cu H

2:5 ! 3:0 36900� 6500� 6900 71000� 17000� 13000 32000� 12000� 6000

3:0 ! 4:0 10600� 1900� 2000 8600� 3800� 1600 7400� 4700� 1400

4:0 ! 5:5 1470� 430� 280 2500� 2300� 500 1820� 920� 340

5:5 ! 7:0 180� 100� 30 590� 590� 110 360� 360� 70

Table A.9 Di�erential cross section per nucleon, d�=dp
T
, for several targets for

�0�0 from the 515 GeV/c �+ sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.
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p
T

d�=dp
T

(pb=(GeV=c))

(GeV/c) Be Cu H

2:50 ! 2:75 53400� 1500� 10000 52500� 4300� 9800 57200� 3500� 10700

2:75 ! 3:00 29000� 830� 5440 29000� 2600� 5400 27100� 1800� 5100

3:00 ! 3:25 17750� 570� 3330 15200� 1800� 2900 15600� 1200� 2900

3:25 ! 3:50 10370� 440� 1940 10030� 880� 1880 10180� 760� 1910

3:50 ! 3:75 6480� 260� 1210 6380� 650� 1200 6330� 760� 1190

3:75 ! 4:00 4430� 250� 830 4310� 560� 810 5340� 500� 1000

4:00 ! 4:50 2250� 110� 420 1870� 220� 350 1980� 310� 370

4:50 ! 5:00 1038� 81� 195 740� 130� 140 1160� 270� 220

5:00 ! 5:50 426� 42� 80 295� 86� 55 263� 90� 49

5:50 ! 6:50 124� 19� 23 88� 31� 17 152� 36� 29

6:50 ! 8:50 8:7� 3:2� 1:6 6:8� 4:0� 1:3 20:5� 8:4� 3:8

8:50 ! 11:00 1:5� 1:1� 0:3 1:5� 1:5� 0:3 |

Table A.10 Di�erential cross section per nucleon, d�=dp
T
, for several targets for

�0�0 from the 530 GeV/c proton sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.
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p
T

d�=dp
T

(pb=(GeV=c))

(GeV/c) Be Cu H

2:50 ! 2:75 136600� 7300� 25600 119000� 14000� 22000 130000� 11000� 24000

2:75 ! 3:00 62800� 2900� 11800 67200� 8100� 12600 57800� 5400� 10800

3:00 ! 3:25 36700� 1600� 6900 35300� 4300� 6600 30000� 3700� 5600

3:25 ! 3:50 21100� 1100� 3900 20900� 3600� 3900 21000� 2400� 3900

3:50 ! 3:75 13210� 730� 2480 17400� 2500� 3300 11900� 1700� 2200

3:75 ! 4:00 8430� 700� 1580 11100� 2000� 2100 8400� 1200� 1600

4:00 ! 4:50 4200� 330� 790 4130� 560� 770 4710� 660� 880

4:50 ! 5:00 1820� 220� 340 2280� 380� 430 2390� 370� 450

5:00 ! 5:50 1030� 140� 190 880� 370� 160 1040� 280� 200

5:50 ! 6:50 460� 100� 90 340� 130� 60 620� 230� 120

6:50 ! 8:50 60� 14� 11 34� 23� 6 81� 29� 15

8:50 ! 11:00 8:0� 4:6� 1:5 | |

Table A.11 Di�erential cross section per nucleon, d�=dp
T
, for several targets for

�0�0 from the 800 GeV/c proton sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.



Tabulated Cross Sections: �0�0 331

R
a
p
id
it
y

d
�
=
d
Y
d
M

� p
b
=
(G
eV
=
c2
)�

5
:0
<
M
<
6
:5
G
eV
/
c2
6
:5
<
M
<
8
:0
G
eV
/
c2
8
:0
<
M
<
1
0
:0
G
eV
/
c2
1
0
:0
<
M
<
1
4
:0
G
eV
/
c2

B
er
y
ll
iu
m

�
0
:8
 
!

�
0
:5

1
2
2
0
�
1
7
0
�
2
3
0

1
3
7
�
2
7
�
2
6

8
:0
�
4
:7
�
1
:5

|

�
0
:5
 
!

�
0
:2

4
2
0
0
�
2
3
0
�
7
9
0

1
1
6
0
�
1
0
0
�
2
2
0

1
4
0
�
1
9
�
2
6

3
:4
�
5
:4
�
0
:6

�
0
:2
 
!

0
:0

6
3
3
0
�
3
1
0
�
1
1
9
0

3
0
4
0
�
2
0
0
�
5
7
0

4
6
2
�
4
5
�
8
7

3
8
:2
�
7
:6
�
7
:2

0
:0
 
!

0
:2

7
9
9
0
�
3
1
0
�
1
5
0
0

4
1
1
0
�
2
1
0
�
7
7
0

6
3
4
�
5
4
�
1
1
9

5
8
:2
�
8
:8
�
1
0
:9

0
:2
 
!

0
:5

6
4
8
0
�
2
1
0
�
1
2
1
0

2
4
1
0
�
1
2
0
�
4
5
0

3
8
7
�
3
1
�
7
3

1
9
:0
�
4
:9
�
3
:6

0
:5
 
!

0
:8

1
7
5
0
�
1
0
0
�
3
3
0

5
6
7
�
5
8
�
1
0
6

4
1
�
1
2
�
8

1
:6
�
1
:2
�
0
:3

C
o
p
p
er

�
0
:8
 
!

�
0
:5

9
3
0
�
9
2
0
�
1
7
0

|

1
0
�
1
5
�
2

4
:3
�
4
:3
�
0
:8

�
0
:5
 
!

�
0
:2

3
9
2
0
�
9
1
0
�
7
4
0

1
3
2
0
�
2
6
0
�
2
5
0

1
3
5
�
6
1
�
2
5

4
:1
�
4
:1
�
0
:8

�
0
:2
 
!

0
:0

9
6
8
0
�
9
3
0
�
1
8
1
0

4
1
7
0
�
6
8
0
�
7
8
0

4
7
0
�
1
4
0
�
9
0

9
5
�
4
5
�
1
8

0
:0
 
!

0
:2

9
0
9
0
�
9
3
0
�
1
7
1
0

5
3
0
0
�
7
3
0
�
9
9
0

6
2
0
�
1
5
0
�
1
2
0

7
5
�
3
3
�
1
4

0
:2
 
!

0
:5

8
0
0
0
�
6
3
0
�
1
5
0
0

2
2
3
0
�
3
3
0
�
4
2
0

3
5
1
�
7
1
�
6
6

|

0
:5
 
!

0
:8

2
2
4
0
�
5
3
0
�
4
2
0

5
3
0
�
1
2
0
�
1
0
0

5
0
�
4
2
�
9

|

H
y
d
ro
g
en

�
0
:8
 
!

�
0
:5

1
1
2
0
�
5
7
0
�
2
1
0

|

|

|

�
0
:5
 
!

�
0
:2

4
0
0
0
�
1
3
0
0
�
8
0
0

1
7
2
0
�
5
4
0
�
3
2
0

4
1
0
�
1
7
0
�
8
0

|

�
0
:2
 
!

0
:0

8
6
0
0
�
1
7
0
0
�
1
6
0
0

1
5
8
0
�
9
3
0
�
3
0
0

6
4
0
�
2
4
0
�
1
2
0

5
8
�
4
1
�
1
1

0
:0
 
!

0
:2

7
4
0
0
�
2
4
0
0
�
1
4
0
0

3
6
0
0
�
1
2
0
0
�
7
0
0

3
4
0
�
2
4
0
�
6
0

1
1
4
�
8
5
�
2
1

0
:2
 
!

0
:5

6
7
0
0
�
1
2
0
0
�
1
3
0
0

1
3
1
0
�
4
7
0
�
2
5
0

2
9
0
�
1
5
0
�
5
0

|

0
:5
 
!

0
:8

2
0
9
0
�
5
6
0
�
3
9
0

2
9
0
�
3
0
0
�
5
0

|

2
3
�
2
3
�
4

Table A.12 Di�erential cross section per nucleon, d�=dYdM, for several targets
for ��N �! �0�0 at 515 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Rapidity d�=dY (pb)

�0:8 ! �0:5 |

�0:5 ! �0:2 5400� 2300� 1000

�0:2 ! 0:0 15400� 4600� 2900

0:0 ! 0:2 12200� 4000� 2300

0:2 ! 0:5 12800� 3100� 2400

0:5 ! 0:8 330� 980� 60

Table A.13 Di�erential cross section per nucleon, d�=dY, for �+Be �! �0�0

at 515 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning
of Appendix A.
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Table A.14 Di�erential cross section per nucleon, d�=dYdM, for various targets
for pN �! �0�0 at 530 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.15 Di�erential cross section per nucleon, d�=dYdM, for various targets
for pN �! �0�0 at 800 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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j cos �?j
d�=dj cos �?j (pb)

��Be at 515 GeV/c pBe at 530 GeV/c

0:00 ! 0:05 850� 160� 160 1620� 200� 300

0:05 ! 0:10 850� 180� 160 1510� 210� 280

0:10 ! 0:15 1130� 190� 210 1830� 230� 340

0:15 ! 0:20 1310� 200� 250 1790� 230� 330

0:20 ! 0:25 1460� 210� 270 1920� 240� 360

0:25 ! 0:30 1400� 200� 260 2280� 260� 430

0:30 ! 0:35 1560� 200� 290 2670� 270� 500

0:35 ! 0:40 1920� 280� 360 3180� 340� 600

0:40 ! 0:45 2340� 250� 440 3640� 360� 680

0:45 ! 0:50 2880� 310� 540 4120� 420� 770

Table A.16 Di�erential cross section per nucleon, d�=dj cos �?j. To avoid rapidity
biases, we require j�boostj < 0:25. To avoid biases due to the p

T

requirements, there is a minimum mass requirement of 7.5 GeV/c
for the �� beam and 7.0 GeV/c for the proton beam. Additional
requirements on the combinations contributing to this distribution
are summarized at the beginning of Appendix A.
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�� d�=d�� (pb=degree)

(degrees) Be Cu H

105 ! 120 37:5� 3:9� 7:0 64� 17� 12 37� 40� 7

120 ! 130 64:9� 4:9� 12:2 70� 13� 13 78� 24� 15

130 ! 140 99:9� 5:3� 18:7 154� 18� 29 111� 24� 21

140 ! 150 174:0� 8:5� 32:6 253� 28� 48 194� 43� 36

150 ! 160 278� 11� 52 266� 43� 50 308� 66� 58

160 ! 170 416� 12� 78 492� 48� 92 394� 69� 74

170 ! 180 515� 14� 97 542� 45� 102 407� 66� 76

Table A.17 Di�erential cross section per nucleon, d�=d��, for various targets for
�0�0 from the 515 GeV/c �� sample. Additional requirements on
the combinations contributing to this distribution are summarized at
the beginning of Appendix A.

�� d�=d��

(degrees) (pb=degree)

105 ! 125 68� 33� 13

125 ! 145 201� 65� 38

145 ! 165 196� 72� 37

165 ! 180 430� 120� 80

Table A.18 Di�erential cross section per nucleon, d�=d��, for �+Be �!
�0�0 at 515 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning of
Appendix A.



Tabulated Cross Sections: �0�0 337

�� d�=d�� (pb=degree)

(degrees) Be Cu H

105 ! 120 35:1� 4:4� 6:6 54� 39� 10 22� 16� 4

120 ! 130 66:5� 6:6� 12:5 93� 20� 17 63� 18� 12

130 ! 140 104:7� 7:3� 19:6 100� 19� 19 107� 20� 20

140 ! 150 160� 12� 30 185� 21� 35 161� 22� 30

150 ! 160 280� 15� 52 215� 40� 40 240� 32� 45

160 ! 170 429� 17� 80 374� 43� 70 461� 39� 87

170 ! 180 526� 19� 99 498� 38� 93 552� 40� 104

Table A.19 Di�erential cross section per nucleon, d�=d��, for various targets for
�0�0 from the 530 GeV/c proton sample. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.

�� d�=d�� (pb=degree)

(degrees) Be Cu H

105 ! 120 112� 17� 21 225� 51� 42 56� 17� 10

120 ! 130 177� 33� 33 159� 41� 30 173� 37� 32

130 ! 140 280� 33� 53 256� 66� 48 230� 38� 43

140 ! 150 407� 52� 76 511� 92� 96 314� 64� 59

150 ! 160 609� 51� 114 650� 150� 120 600� 130� 110

160 ! 170 903� 73� 169 500� 160� 90 850� 130� 160

170 ! 180 1148� 87� 215 1170� 160� 220 1230� 120� 230

Table A.20 Di�erential cross section per nucleon, d�=d��, for various targets for
�0�0 from the 800 GeV/c proton sample. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.
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Q
T

d�=dQ
T

(pb=(GeV=c))

(GeV/c) Be Cu H

0:00 ! 0:75 6150� 170� 1150 6230� 600� 1170 5050� 960� 950

0:75 ! 1:50 7690� 220� 1440 8610� 840� 1610 7500� 1100� 1400

1:50 ! 2:25 4610� 140� 860 6230� 430� 1170 4890� 720� 920

2:25 ! 3:00 2120� 100� 400 2720� 320� 510 1920� 500� 360

3:00 ! 4:00 590� 52� 111 800� 220� 150 890� 570� 170

4:00 ! 6:00 12:3� 6:6� 2:3 44� 33� 8 24� 23� 5

6:00 ! 9:00 1:09� 0:63� 0:20 1:8� 1:8� 0:3 |

Table A.21 Di�erential cross section per nucleon, d�=dQ
T
, for various targets for

�0�0 from the 515 GeV/c �� sample. Additional requirements on
the combinations contributing to this distribution are summarized at
the beginning of Appendix A.

Q
T

d�=dQ
T

(GeV/c) (pb=(GeV=c))

0 ! 1 4600� 1600� 900

1 ! 2 6500� 1700� 1200

2 ! 3 3900� 1300� 700

3 ! 5 410� 240� 80

Table A.22 Di�erential cross section per nucleon, d�=dQ
T
, for �0�0 from

the 515 GeV/c �+Be sample. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Q
T

d�=dQ
T

(pb=(GeV=c))

(GeV/c) Be Cu H

0:00 ! 0:75 6670� 270� 1250 6030� 600� 1130 6690� 600� 1250

0:75 ! 1:50 7910� 290� 1480 7360� 700� 1380 7970� 550� 1490

1:50 ! 2:25 4280� 170� 800 3770� 420� 710 4860� 490� 910

2:25 ! 3:00 1870� 110� 350 2350� 270� 440 1550� 390� 290

3:00 ! 4:00 606� 69� 114 760� 580� 140 347� 89� 65

4:00 ! 6:00 17:5� 7:5� 3:3 37� 20� 7 9� 19� 2

6:00 ! 9:00 1:22� 0:86� 0:23 | |

Table A.23 Di�erential cross section per nucleon, d�=dQ
T
, for various targets for

�0�0 from the 530 GeV/c proton sample. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.

Q
T

d�=dQ
T

(pb=(GeV=c))

(GeV/c) Be Cu H

0:00 ! 0:75 14000� 1200� 2600 12100� 2600� 2300 15100� 2000� 2800

0:75 ! 1:50 18100� 1200� 3400 15300� 2500� 2900 15700� 2100� 2900

1:50 ! 2:25 10140� 850� 1900 10100� 1300� 1900 9500� 1100� 1800

2:25 ! 3:00 4310� 340� 810 6360� 790� 1190 4490� 660� 840

3:00 ! 4:00 1890� 250� 360 2880� 740� 540 1210� 280� 230

4:00 ! 6:00 66� 22� 12 34� 19� 6 43� 27� 8

6:00 ! 9:00 1:7� 1:7� 0:3 | |

Table A.24 Di�erential cross section per nucleon, d�=dQ
T
, for various targets for

�0�0 from the 800 GeV/c proton sample. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.
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Table A.25 Di�erential cross sections per nucleon d�=dpOUT and d�=dpOUTdM
for ��Be �! �0�0 at 515 GeV/c. There are two entries per pair.
Additional requirements on the combinations contributing to this
distribution are summarized at the beginning of Appendix A.
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pOUT d�=dpOUT (pb=(GeV=c))

(GeV/c) Be Cu H

�8:00 ! �6:00 0:58� 0:58� 0:11 | |

�6:00 ! �4:00 1:4� 3:6� 0:3 22� 21� 4 |

�4:00 ! �2:50 416� 36� 78 760� 170� 140 630� 380� 120

�2:50 ! �1:50 3290� 110� 620 4530� 330� 850 3400� 550� 640

�1:50 ! �0:75 6650� 190� 1250 7200� 780� 1350 6900� 1100� 1300

�0:75 ! 0:00 9530� 220� 1790 10170� 730� 1910 7900� 1100� 1500

0:00 ! 0:75 9550� 220� 1790 10120� 720� 1900 7400� 1100� 1400

0:75 ! 1:50 6670� 200� 1250 7340� 800� 1380 7200� 1100� 1400

1:50 ! 2:50 3290� 110� 620 4810� 370� 900 4160� 760� 780

2:50 ! 4:00 392� 31� 74 580� 110� 110 230� 110� 40

4:00 ! 6:00 | | |

Table A.26 Di�erential cross section per nucleon, d�=dpOUT, for various targets
for �0�0 from the 515 GeV/c �� sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.

pOUT d�=dpOUT (pb=(GeV=c))

(GeV/c) Be Cu H

�4:0 ! �2:0 1680� 650� 310 4400� 2000� 800 |

�2:0 ! �0:5 5100� 1200� 900 5500� 3200� 1000 3500� 1900� 700

�0:5 ! 0:5 9700� 2300� 1800 13000� 4000� 2400 14600� 6000� 2700

0:5 ! 2:0 4900� 1200� 900 6700� 3200� 1300 3600� 2100� 700

2:0 ! 4:0 1750� 640� 330 2800� 1300� 500 720� 530� 140

4:0 ! 6:0 | 1500� 1500� 300 |

Table A.27 Di�erential cross section per nucleon, d�=dpOUT, for various targets
for �0�0 from the 515 GeV/c �+ sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.
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Table A.28 Di�erential cross sections per nucleon d�=dpOUT and d�=dpOUTdM
for pBe �! �0�0 at 530 GeV/c. There are two entries per pair.
Additional requirements on the combinations contributing to this
distribution are summarized at the beginning of Appendix A.



Tabulated Cross Sections: �0�0 343

pOUT d�=dpOUT (pb=(GeV=c))

(GeV/c) Be Cu H

�6:00 ! �4:00 8:1� 5:8� 1:5 7:8� 6:2� 1:5 |

�4:00 ! �2:50 422� 46� 79 200� 250� 40 209� 58� 39

�2:50 ! �1:50 3140� 140� 590 3990� 560� 750 3230� 420� 600

�1:50 ! �0:75 6560� 250� 1230 5650� 660� 1060 6630� 510� 1240

�0:75 ! 0:00 9970� 320� 1870 9220� 670� 1730 10220� 690� 1920

0:00 ! 0:75 9970� 320� 1870 9060� 680� 1700 10310� 670� 1930

0:75 ! 1:50 6760� 260� 1270 6070� 650� 1140 6670� 580� 1250

1:50 ! 2:50 3140� 140� 590 2800� 480� 520 3020� 370� 570

2:50 ! 4:00 334� 39� 63 860� 310� 160 256� 86� 48

4:00 ! 6:00 0:9� 1:3� 0:2 12� 12� 2 14� 14� 3

Table A.29 Di�erential cross section per nucleon, d�=dpOUT, for various targets
for �0�0 from the 530 GeV/c proton sample. There are two entries
per pair. Additional requirements on the combinations contributing
to this distribution are summarized at the beginning of Appendix A.
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Table A.30 Di�erential cross sections per nucleon d�=dpOUT and d�=dpOUTdM
for pBe �! �0�0 at 800 GeV/c. There are two entries per pair.
Additional requirements on the combinations contributing to this
distribution are summarized at the beginning of Appendix A.



Tabulated Cross Sections: �0�0 345

pOUT d�=dpOUT (pb=(GeV=c))

(GeV/c) Be Cu H

�6:00 ! �4:00 13� 15� 2 | 26� 16� 5

�4:00 ! �2:50 990� 110� 180 1760� 440� 330 760� 190� 140

�2:50 ! �1:50 7890� 660� 1480 9000� 1100� 1700 6500� 820� 1220

�1:50 ! �0:75 15500� 1000� 2900 13400� 2300� 2500 14200� 2100� 2700

�0:75 ! 0:00 21200� 1400� 4000 18900� 2900� 3500 22100� 2100� 4100

0:00 ! 0:75 20900� 1300� 3900 18800� 3000� 3500 22600� 2200� 4200

0:75 ! 1:50 15600� 1200� 2900 13600� 2300� 2600 13000� 2000� 2400

1:50 ! 2:50 8060� 660� 1510 9000� 1100� 1700 6940� 780� 1300

2:50 ! 4:00 980� 110� 180 1670� 350� 310 800� 170� 150

4:00 ! 6:00 7:1� 3:7� 1:3 11� 11� 2 |

Table A.31 Di�erential cross section per nucleon, d�=dpOUT, for various targets
for �0�0 from the 800 GeV/c proton sample. There are two entries
per pair. Additional requirements on the combinations contributing
to this distribution are summarized at the beginning of Appendix A.
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Table A.32 Di�erential cross section per nucleon d�=dpINdM for ��Be �!
�0�0 at 515 GeV/c. There are two entries per pair. Additional
requirements on the combinations contributing to this distribution
are summarized at the beginning of Appendix A.



Tabulated Cross Sections: �0�0 347

pIN d�=dpIN (pb=(GeV=c))

(GeV/c) Be Cu H

�8:00 ! �6:00 | 2:8� 2:8� 0:5 |

�6:00 ! �4:00 5:5� 4:5� 1:0 4� 11� 1 |

�4:00 ! �2:50 305� 31� 57 530� 100� 100 280� 140� 50

�2:50 ! �1:50 2091� 87� 392 2140� 260� 400 1940� 390� 360

�1:50 ! �0:75 5820� 190� 1090 7710� 620� 1450 5800� 1000� 1100

�0:75 ! 0:00 11870� 250� 2230 12900� 1100� 2400 9500� 1400� 1800

0:00 ! 0:75 12010� 240� 2250 13720� 820� 2570 12400� 1500� 2300

0:75 ! 1:50 5980� 160� 1120 6830� 590� 1280 6830� 930� 1280

1:50 ! 2:50 2229� 89� 418 2740� 260� 510 1880� 430� 350

2:50 ! 4:00 357� 28� 67 620� 140� 120 560� 370� 100

4:00 ! 6:00 4:4� 3:5� 0:8 | |

6:00 ! 8:00 0:58� 0:58� 0:11 | |

Table A.33 Di�erential cross section per nucleon, d�=dpIN, for various targets
for �0�0 from the 515 GeV/c �� sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.

pIN d�=dpIN (pb=(GeV=c))

(GeV/c) Be Cu H

�4:0 ! �2:0 760� 300� 140 990� 590� 180 |

�2:0 ! �0:5 4600� 1400� 900 5600� 2400� 1100 900� 1000� 200

�0:5 ! 0:5 13200� 2400� 2500 16400� 5600� 3100 14000� 5600� 2600

0:5 ! 2:0 5600� 1300� 1000 8000� 3500� 1500 6700� 3100� 1300

2:0 ! 4:0 720� 290� 140 3500� 1700� 700 790� 560� 150

4:0 ! 6:0 | 1500� 1500� 300 |

Table A.34 Di�erential cross section per nucleon, d�=dpIN, as a for various targets
for �0�0 from the 515 GeV/c �+ sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.
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Table A.35 Di�erential cross section per nucleon d�=dpINdM for pBe �! �0�0 at
530 GeV/c. There are two entries per pair. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.



Tabulated Cross Sections: �0�0 349

pIN d�=dpIN (pb=(GeV=c))

(GeV/c) Be Cu H

�8:00 ! �6:00 0:93� 0:93� 0:17 | |

�6:00 ! �4:00 8:2� 2:3� 1:5 2:2� 2:2� 0:4 13� 15� 2

�4:00 ! �2:50 289� 29� 54 620� 310� 120 247� 62� 46

�2:50 ! �1:50 2080� 100� 390 2200� 280� 410 1520� 240� 290

�1:50 ! �0:75 5790� 240� 1080 6090� 600� 1140 6400� 500� 1200

�0:75 ! 0:00 12720� 370� 2380 12420� 970� 2330 13240� 760� 2480

0:00 ! 0:75 12100� 340� 2270 10970� 840� 2060 11680� 800� 2190

0:75 ! 1:50 5960� 250� 1120 5000� 600� 940 5820� 540� 1090

1:50 ! 2:50 1970� 110� 370 1570� 380� 290 2330� 290� 440

2:50 ! 4:00 293� 36� 55 210� 250� 40 160� 150� 30

4:00 ! 6:00 1:6� 1:1� 0:3 23� 14� 4 |

Table A.36 Di�erential cross section per nucleon, d�=dpIN, for various targets
�0�0 from the 530 GeV/c proton sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.
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Table A.37 Di�erential cross sections per nucleon d�=dpINdM for pBe �!
�0�0 at 800 GeV/c. There are two entries per pair. Additional
requirements on the combinations contributing to this distribution
are summarized at the beginning of Appendix A.



Tabulated Cross Sections: �0�0 351

pIN d�=dpIN (pb=(GeV=c))

(GeV/c) Be Cu H

�6:00 ! �4:00 10:4� 6:6� 1:9 | 17� 18� 3

�4:00 ! �2:50 890� 110� 170 1110� 360� 210 630� 150� 120

�2:50 ! �1:50 5270� 550� 990 6740� 770� 1260 4950� 630� 930

�1:50 ! �0:75 13280� 710� 2490 12000� 1500� 2300 10900� 1800� 2000

�0:75 ! 0:00 28900� 1900� 5400 21700� 3600� 4100 29500� 2500� 5500

0:00 ! 0:75 27200� 1300� 5100 28100� 3000� 5300 23600� 2600� 4400

0:75 ! 1:50 12100� 750� 2270 11000� 2200� 2100 14400� 1700� 2700

1:50 ! 2:50 4710� 420� 880 6210� 990� 1160 4080� 560� 760

2:50 ! 4:00 890� 110� 170 1630� 380� 310 550� 140� 100

4:00 ! 6:00 25� 16� 5 18� 13� 3 13� 15� 2

Table A.38 Di�erential cross section per nucleon, d�=dpIN, for various targets
for �0�0 from the 800 GeV/c proton sample. There are two entries
per pair. Additional requirements on the combinations contributing
to this distribution are summarized at the beginning of Appendix A.
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Table A.39 Di�erential cross section per nucleon d�=dzdM for ��Be �! �0�0 at
515 GeV/c. There are two entries per pair. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.
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z
d�=dz (pb)

Be Cu H

0:0 ! 0:3 680� 140� 130 1580� 670� 300 |

0:3 ! 0:5 6610� 400� 1240 10000� 1600� 1900 9100� 4300� 1700

0:5 ! 0:6 15630� 720� 2930 16700� 1800� 3100 14000� 3100� 2600

0:6 ! 0:7 27100� 970� 5080 33600� 3000� 6300 29900� 4600� 5600

0:7 ! 0:8 40200� 1200� 7500 50100� 4300� 9400 36000� 6100� 6800

0:8 ! 0:9 53400� 1400� 10000 69800� 5400� 13100 53800� 8200� 10100

0:9 ! 1:0 63800� 1700� 12000 59300� 5900� 11100 64300� 9900� 12100

1:0 ! 1:1 42200� 1200� 7900 52300� 5400� 9800 41200� 6800� 7700

1:1 ! 1:2 24410� 930� 4580 25100� 3800� 4700 22500� 4800� 4200

1:2 ! 1:3 15230� 680� 2860 19400� 2200� 3600 9800� 3300� 1800

1:3 ! 1:5 7170� 390� 1340 8100� 950� 1520 6500� 1500� 1200

1:5 ! 2:0 1719� 98� 322 1340� 300� 250 1210� 460� 230

2:0 ! 2:5 136� 29� 26 146� 78� 27 270� 170� 50

2:5 ! 4:0 4:5� 4:0� 0:8 15� 13� 3 |

Table A.40 Di�erential cross section per nucleon, d�=dz, for various targets for
�0�0 from the 515 GeV/c �� sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.



354 Tabulated Cross Sections: �0�0

z
d�=dz (pb)

Be Cu H

0:0 ! 0:3 860� 860� 160 10000� 10000� 2000 |

0:3 ! 0:6 13100� 3300� 2400 42000� 15000� 8000 3500� 4200� 700

0:6 ! 0:8 50000� 11000� 9000 57000� 28000� 11000 23200� 9600� 4300

0:8 ! 1:0 41000� 10000� 8000 60000� 21000� 11000 58000� 27000� 11000

1:0 ! 1:2 30300� 8300� 5700 31000� 16000� 6000 28000� 23000� 5000

1:2 ! 1:5 9700� 4100� 1800 6700� 7200� 1200 9500� 4800� 1800

1:5 ! 2:0 410� 690� 80 1200� 2300� 200 1400� 1400� 300

2:0 ! 2:5 | 1800� 1800� 300 1100� 1100� 200

Table A.41 Di�erential cross section per nucleon, d�=dz, for various targets for
�0�0 from the 515 GeV/c �+ sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.
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Table A.42 Di�erential cross section per nucleon d�=dzdM for pBe �! �0�0 at
530 GeV/c. There are two entries per pair. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.



356 Tabulated Cross Sections: �0�0

z
d�=dz (pb)

Be Cu H

0:0 ! 0:3 870� 200� 160 2300� 2400� 400 570� 250� 110

0:3 ! 0:5 5630� 450� 1060 5900� 2100� 1100 3400� 1700� 600

0:5 ! 0:6 14920� 820� 2800 17100� 2000� 3200 16000� 2900� 3000

0:6 ! 0:7 25600� 1100� 4800 25400� 3200� 4800 25800� 2900� 4800

0:7 ! 0:8 41700� 1800� 7800 39200� 3500� 7400 40600� 3100� 7600

0:8 ! 0:9 55400� 2000� 10400 52500� 5100� 9800 59300� 4500� 11100

0:9 ! 1:0 65100� 2600� 12200 59500� 6000� 11200 67300� 5400� 12600

1:0 ! 1:1 44800� 1800� 8400 41000� 4300� 7700 42800� 4000� 8000

1:1 ! 1:2 25700� 1200� 4800 26100� 2500� 4900 24500� 2500� 4600

1:2 ! 1:3 15100� 1100� 2800 12200� 1900� 2300 15300� 1900� 2900

1:3 ! 1:5 6900� 390� 1290 6380� 810� 1200 7210� 840� 1350

1:5 ! 2:0 1450� 110� 270 850� 170� 160 1670� 310� 310

2:0 ! 2:5 119� 23� 22 92� 48� 17 118� 63� 22

2:5 ! 4:0 1:3� 3:1� 0:2 6:5� 4:7� 1:2 |

Table A.43 Di�erential cross section per nucleon, d�=dz, for various targets for
�0�0 from the 530 GeV/c proton sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.
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Table A.44 Di�erential cross section per nucleon d�=dzdM for pBe �! �0�0 at
800 GeV/c. There are two entries per pair. Additional requirements
on the combinations contributing to this distribution are summarized
at the beginning of Appendix A.
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z
d�=dz (pb)

Be Cu H

0:0 ! 0:3 3170� 830� 590 4600� 1600� 900 500� 470� 90

0:3 ! 0:5 16900� 1600� 3200 28200� 4200� 5300 13300� 2100� 2500

0:5 ! 0:6 33700� 2400� 6300 36300� 6700� 6800 33200� 5100� 6200

0:6 ! 0:7 68100� 6000� 12800 65200� 8900� 12200 64900� 7400� 12200

0:7 ! 0:8 83100� 6300� 15600 103000� 13000� 19000 69300� 7800� 13000

0:8 ! 0:9 129200� 7100� 24200 120000� 19000� 23000 112000� 14000� 21000

0:9 ! 1:0 154000� 13000� 29000 109000� 26000� 21000 163000� 22000� 31000

1:0 ! 1:1 94900� 9000� 17800 83000� 16000� 16000 108000� 14000� 20000

1:1 ! 1:2 58800� 4100� 11000 50200� 7800� 9400 41900� 6400� 7800

1:2 ! 1:3 25800� 2600� 4800 27100� 5900� 5100 27900� 5300� 5200

1:3 ! 1:5 14800� 950� 2770 17100� 4000� 3200 13500� 1900� 2500

1:5 ! 2:0 2820� 300� 530 3210� 570� 600 3780� 710� 710

2:0 ! 2:5 630� 190� 120 320� 250� 60 520� 200� 100

2:5 ! 4:0 11� 11� 2 | 16� 19� 3

Table A.45 Di�erential cross section per nucleon, d�=dz, for various targets for
�0�0 from the 800 GeV/c proton sample. There are two entries per
pair. Additional requirements on the combinations contributing to
this distribution are summarized at the beginning of Appendix A.
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Table A.46 Averages of several kinematic quantities as functions of mass for
��Be �! �0�0 at 515 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.47 Averages of several kinematic quantities as functions of mass for
��Cu �! �0�0 at 515 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.48 Averages of several kinematic quantities as functions of mass for
��p �! �0�0 at 515 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.49 Averages of several kinematic quantities as functions of mass and
target for �0�0 events from the 515 GeV/c �+ sample. Additional
requirements on the combinations contributing to this distribution
are summarized at the beginning of Appendix A.
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Table A.50 Averages of several kinematic quantities as functions of mass for
pBe �! �0�0 at 530 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.51 Averages of several kinematic quantities as functions of mass for
pCu �! �0�0 at 530 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.52 Averages of several kinematic quantities as functions of mass for
pp �! �0�0 at 530 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.53 Averages of several kinematic quantities as functions of mass for
pBe �! �0�0 at 800 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.54 Averages of several kinematic quantities as functions of mass for
pCu �! �0�0 at 800 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.
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Table A.55 Averages of several kinematic quantities as functions of mass for
pp �! �0�0 at 800 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix A.



Appendix B Tabulated Cross Sections: ��
0

This appendix contains the tabulated cross sections for the data described in

Chapter 9 along with additional, supporting, information. For these data, there

is a minimum p
T

requirement on each meson of 2.5 GeV/c. Mesons were also

required to be central, with rapidities of �0:8 < y < 0:8 for the 0.5 TeV/c beams

and �1:05 < y < 0:55 for the 0.8 TeV/c beam. The azimuthal angle between the

� and �0 was required to be at least 105�.

Cross sections are presented as A� B� C where A represents the measured

value, B is the statistical uncertainty on A, and C is the systematic uncertainty

on the measurement calculated with the information presented in Section 7.7.
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Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) �0�0 ��0

��Be at 515 GeV/c

4:0 ! 5:5 2453� 92� 460 2630� 680� 490

5:5 ! 7:0 6330� 130� 1190 5900� 880� 1110

7:0 ! 9:5 1072� 34� 201 930� 230� 170

9:5 ! 12:5 60:4� 5:4� 11:3 83� 28� 15

12:5 ! 16:0 2:87� 0:90� 0:54 |

pBe at 530 GeV/c

4:0 ! 5:5 2760� 150� 520 |

5:5 ! 7:0 6320� 160� 1180 5700� 1300� 1100

7:0 ! 9:5 972� 33� 182 1440� 510� 270

9:5 ! 12:5 43:2� 4:1� 8:1 53� 20� 10

12:5 ! 16:0 0:65� 0:52� 0:12 3:1� 2:0� 0:6

pBe at 800 GeV/c

4:0 ! 5:5 7940� 820� 1490 |

5:5 ! 7:0 13360� 490� 2500 14000� 5300� 2600

7:0 ! 9:5 1840� 100� 350 1810� 790� 340

9:5 ! 12:5 110� 14� 21 150� 120� 30

12:5 ! 16:0 7:9� 3:3� 1:5 12:6� 5:9� 2:4

Table B.1 Di�erential cross section per nucleon, d�=dM, for �0�0 and ��0

events. Additional requirements on the combinations contributing
to this distribution are summarized at the beginning of Appendix B.



Tabulated Cross Sections: ��0 371

Rapidity d�=dY (pb)

��Be at 515 GeV/c

�0:8 ! �0:5 3100� 2600� 600

�0:5 ! �0:2 9800� 3500� 1800

�0:2 ! 0:0 25900� 5100� 4800

0:0 ! 0:2 26000� 5700� 4900

0:2 ! 0:5 20400� 4200� 3800

0:5 ! 0:8 4500� 2400� 800

pBe at 530 GeV/c

�0:5 ! �0:2 9000� 7800� 1700

�0:2 ! 0:0 21000� 10000� 4000

0:0 ! 0:2 28000� 11000� 5000

0:2 ! 0:5 19200� 3500� 3600

0:5 ! 0:8 2600� 2500� 500

pBe at 800 GeV/c

�0:65 ! �0:35 15000� 31000� 3000

�0:35 ! �0:05 78000� 21000� 15000

�0:05 ! 0:25 60000� 11000� 11000

0:25 ! 0:55 8400� 9100� 1600

Table B.2 Di�erential cross section per nucleon, d�=dY, for ��0 events.
Additional requirements on the combinations contributing to this
distribution are summarized at the beginning of Appendix B.
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Q
T

d�=dQ
T

(pb=(GeV=c))

(GeV/c) ��Be at 515 GeV/c pBe at 530 GeV/c pBe at 800 GeV/c

0 ! 1 6200� 1200� 1200 3500� 2100� 700 10400� 8900� 2000

1 ! 2 4900� 1100� 900 4200� 1800� 800 10400� 5200� 2000

2 ! 3 2830� 550� 530 3100� 1400� 600 3500� 3900� 700

3 ! 5 710� 270� 130 950� 620� 180 1300� 1400� 200

5 ! 9 | 12:5� 5:0� 2:3 37� 24� 7

Table B.3 Di�erential cross section per nucleon, d�=dQ
T
, for ��0 events.

Additional requirements on the combinations contributing to this
distribution are summarized at the beginning of Appendix B.

�� d�=d�� (pb=degree)

(degrees) ��Be at 515 GeV/c pBe at 530 GeV/c pBe at 800 GeV/c

105 ! 125 71� 28� 13 140� 78� 26 80� 160� 10

125 ! 145 113� 26� 21 125� 65� 23 180� 200� 30

145 ! 165 212� 54� 40 207� 86� 39 580� 350� 110

165 ! 180 496� 78� 93 220� 130� 40 690� 490� 130

Table B.4 Di�erential cross section per nucleon, d�=d��, for ��0 events.
Additional requirements on the combinations contributing to this
distribution are summarized at the beginning of Appendix B.
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pOUT d�=dpOUT (pb=(GeV=c))

(GeV/c) ��Be at 515 GeV/c pBe at 530 GeV/c pBe at 800 GeV/c

�5:00 ! �3:00 86� 74� 16 520� 560� 100 180� 280� 30

�3:00 ! �1:25 2890� 560� 540 2000� 1100� 400 4400� 3400� 800

�1:25 ! 0:00 8100� 1200� 1500 6500� 1900� 1200 15200� 7700� 2800

0:00 ! 1:25 7900� 1200� 1500 5700� 1900� 1100 15000� 7700� 2800

1:25 ! 3:00 2950� 550� 550 3200� 1300� 600 4800� 3400� 900

3:00 ! 5:00 160� 100� 30 | |

Table B.5 Di�erential cross section per nucleon, d�=dpOUT, for ��0 events.
There are two entries per pair. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix B.





Appendix C Tabulated Cross Sections: �
0

This appendix contains the tabulated cross sections for the data described

in Chapter 10 along with additional, supporting, information. Unless otherwise

noted, there is a minimum p
T

requirement on each �0 of 2.5 GeV/c and on each

photon of 4.0 GeV/c. Particles were required to be central, with rapidities of

�0:8 < y < 0:8. The azimuthal angle between the photon and the �0 was required

to be at least 105�.

Cross sections are presented as A� B� C where A represents the measured

value, B is the statistical uncertainty on A, and C is the systematic uncertainty

on the measurement calculated with the information presented in Section 7.7.
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Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) p
T

 > 4:0 GeV/c p
T

 > 4:5 GeV/c p
T

 > 5:0 GeV/c

5:50 ! 7:00 42� 11� 8 | |

7:00 ! 8:00 87� 21� 20 57� 15� 11 24:8� 7:5� 4:6

8:00 ! 9:00 91� 14� 18 56� 11� 11 38:8� 8:3� 7:2

9:00 ! 10:50 26:3� 7:0� 5:7 21:2� 6:3� 4:4 13:8� 5:2� 2:7

10:50 ! 12:00 8:9� 3:5� 1:9 8:2� 3:3� 1:7 9:2� 3:1� 1:8

12:00 ! 15:00 0:7� 1:3� 0:2 0:4� 1:2� 0:2 0:4� 1:2� 0:1

Table C.1 Di�erential cross section per nucleon, d�=dM, for several minimum
p
T

 requirements for �0 events produced in ��Be interactions
at 515 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning
of Appendix C.

Mass d�=dM
�
pb=(GeV=c2)

�

(GeV/c2) Be Cu

6:0 ! 7:5 73� 15� 15 75� 35� 16

7:5 ! 9:0 88� 13� 18 103� 41� 21

9:0 ! 10:5 26:3� 7:0� 5:7 33� 18� 7

10:5 ! 12:0 8:9� 3:5� 1:9 |

12:0 ! 15:0 0:7� 1:3� 0:2 |

Table C.2 Di�erential cross section per nucleon, d�=dM, for several targets for
�0 from the 515 GeV/c �� sample. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix C.
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p
T

 d�=dp
T

 (pb=(GeV=c))

(GeV/c) p
T

 > 4:0 GeV/c p
T

 > 4:5 GeV/c

4:0 ! 4:5 275� 47� 61 |

4:5 ! 5:0 126� 34� 27 133� 33� 28

5:0 ! 6:0 50� 12� 10 53� 12� 11

6:0 ! 7:0 25:8� 7:0� 4:8 25:0� 7:0� 4:7

7:0 ! 8:0 7:1� 4:1� 1:3 6:4� 4:1� 1:2

8:0 ! 10:0 2:6� 3:5� 0:5 2:6� 3:6� 0:5

10:0 ! 14:0 0:39� 0:42� 0:07 0:29� 0:32� 0:05

Table C.3 Di�erential cross section per nucleon, d�=dp
T

, for ��Be �!
�0 at 515 GeV/c. These direct photons are opposite �0's with

p
T

�0 > 2:5 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning of
Appendix C.

p
T

�0 d�=dp
T

�0 (pb=(GeV=c))

(GeV/c) p
T

 > 4:0 GeV/c p
T

 > 4:5 GeV/c

2:5 ! 3:0 308� 53� 61 147� 36� 28

3:0 ! 3:5 202� 26� 39 120� 18� 23

3:5 ! 4:5 62� 11� 13 31:0� 8:5� 6:4

4:5 ! 6:0 8:7� 4:2� 2:5 5:7� 3:1� 1:4

Table C.4 Di�erential cross section per nucleon, d�=dp
T

�0, for ��Be �! �0

at 515 GeV/c. These �0's are opposite direct photons with p
T

 >
4:0 GeV/c and p

T

 > 4:5 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix C.
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Rapidity
d�=dYdM

�
pb=(GeV=c2)

�

6:0 <M < 8:0 GeV/c2 8:0 < M < 9:5 GeV/c2 9:5 < M < 15:0 GeV/c2

�0:8 ! �0:5 6:9� 9:5� 1:3 7:5� 5:3� 1:4 1:8� 4:0� 0:3

�0:5 ! �0:2 63� 14� 12 68� 12� 13 5:5� 1:8� 1:0

�0:2 ! 0:0 130� 32� 24 112� 21� 21 10:9� 4:3� 2:1

0:0 ! 0:2 185� 31� 34 207� 32� 38 20:5� 4:9� 3:8

0:2 ! 0:5 165� 24� 31 112� 19� 21 9:5� 2:7� 1:8

0:5 ! 0:8 47� 12� 9 36:7� 8:3� 6:8 1:7� 1:6� 0:3

Table C.5 Di�erential cross section per nucleon, d�=dYdM, for ��Be �!
�0 at 515 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning of
Appendix C.

j cos �?j d�=dj cos �?j (pb)

0:0 ! 0:1 188� 69� 37

0:1 ! 0:2 160� 62� 35

0:2 ! 0:3 147� 68� 33

0:3 ! 0:4 294� 84� 58

0:4 ! 0:5 185� 87� 43

Table C.6 Di�erential cross section per nucleon, d�=dj cos �?j for ��Be �! �0

at 515 GeV/c. To avoid rapidity biases, we require j�boostj < 0:25.
To avoid biases due to the p

T
requirements, there is a minimum

mass requirement of 7.5 GeV/c. Additional requirements on the
combinations contributing to this distribution are summarized at the
beginning of Appendix C.
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�� d�=d��

(degrees) (pb=degree)

105 ! 120 0:44� 0:34� 0:08

120 ! 135 1:03� 0:37� 0:19

135 ! 150 3:20� 0:68� 0:60

150 ! 165 5:8� 1:3� 1:2

165 ! 180 8:1� 1:6� 2:0

Table C.7 Di�erential cross section per nucleon, d�=d��, for ��Be �!
�0 at 515 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning of
Appendix C.

pOUT d�=dpOUT

(GeV/c) (pb=(GeV=c))

�8:0 ! �5:0 0:97� 0:85� 0:18

�5:0 ! �3:5 10:7� 3:5� 2:0

�3:5 ! �2:0 38:2� 7:0� 7:1

�2:0 ! �1:0 90� 17� 18

�1:0 ! 0:0 137� 25� 32

0:0 ! 1:0 129� 25� 32

1:0 ! 2:0 90� 17� 18

2:0 ! 3:5 46:7� 8:2� 8:6

3:5 ! 5:0 2:7� 2:9� 0:5

5:0 ! 8:0 0:90� 0:46� 0:16

Table C.8 Di�erential cross section per nucleon, d�=dpOUT, for ��Be �!
�0 at 515 GeV/c. There are two entries per pair. Additional
requirements on the combinations contributing to this distribution
are summarized at the beginning of Appendix C.
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Q
T

d�=dQ
T

(GeV/c) (pb=(GeV=c))

0:00 ! 0:75 22:0� 8:4� 5:5

0:75 ! 1:50 47� 17� 15

1:50 ! 2:25 163� 28� 33

2:25 ! 3:00 127� 21� 24

3:00 ! 4:00 51:6� 9:7� 9:5

4:00 ! 6:00 12:1� 3:6� 2:2

Table C.9 Di�erential cross section per nucleon, d�=dQ
T
, for ��Be �! �0

at 515 GeV/c. Additional requirements on the combinations
contributing to this distribution are summarized at the beginning
of Appendix C.


